Abstract

Monitoring coastal environments is a challenging task. This is because of both the logistical demands involved with *in-situ* data collection and the dynamic nature of the coastal zone, where multiple processes operate over varying spatial and temporal scales. Remote sensing products derived from spaceborne and airborne platforms have proven highly useful in the monitoring of coastal ecosystems, but often they fail to capture fine scale processes and there remains a lack of cost-effective and flexible methods for coastal monitoring at these scales. Proximal sensing technology such as lightweight drones and kites has greatly improved the ability to capture fine spatial resolution data at user-dictated visit times. These approaches are democratising, allowing researchers and managers to collect data in locations and at defined times themselves. In this thesis I develop our scientific understanding of the application of proximal sensing within coastal environments. The two critical review pieces consolidate disparate information on the application of kites as a proximal sensing platform, and the often overlooked hurdles of conducting drone operations in challenging environments. The empirical work presented then tests the use of this technology in three different coastal environments spanning the land-sea interface. Firstly, I use kite aerial photography and uncertainty-assessed structure-from-motion multi-view stereo (SfM-MVS) processing to track changes in coastal dunes over time. I report that sub-decimetre changes (both erosion and accretion) can be detected with this methodology. Secondly, I used lightweight drones to capture fine spatial resolution optical data of intertidal seagrass meadows. I found that estimations of plant cover were more similar to *in-situ* measures in sparsely populated than densely populated meadows. Lastly, I developed a novel technique utilising lightweight drones and SfM-MVS to measure benthic structural complexity in tropical coral reefs. I found that structural complexity measures were obtainable from SfM-MVS derived point clouds, but that the technique was influenced by glint type artefacts in the image data. Collectively, this work advances the knowledge of proximal sensing in the coastal zone, identifying both the strengths and weaknesses of its application across several ecosystems.
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1 Introduction

1.1 The global importance of coastal environments

More than 50% of coastal countries have over 80% of their population living within 100 km of the coast (Martínez et al., 2007), with the average human population density in these regions nearly three times of that found elsewhere globally (Small and Nicholls, 2003). Furthermore, the magnitude of this situation is likely to increase (McGranahan et al., 2007). It is estimated that the world has 1,634,701 km of coastline (Burke et al., 2001), which encompasses diverse ecosystems, varying greatly in structure and function. They are often classified by their physical characteristics and grouped by their position in relation to land and sea (see Table 1.1). These coastal environments are highly dynamic and productive areas which are of environmental, economic and social importance (Martínez et al., 2007). They offer places to live and ecosystem goods and services; such as food provision (e.g. fishing and aquaculture (Holmlund and Hammer, 1999; Liquete et al., 2013)), storm protection (Costanza et al., 2008), erosion control (Barbier et al., 2011) and areas for recreational activities (Ghermandi and Nunes, 2013) among many others. Biodiversity is also a fundamental coastal ecosystem service, with coastal regions providing a rich habitat for organisms (Jennerjahn, 2012). However, due to increasing pressure from human activity as described above and the evolution of weather patterns and climate change, pressing issues with the coastal environment have arisen, such as pollution, species invasions, overfishing, habitat modification (Halpern et al., 2008) and most notably those driven by climate change including ocean acidification (McGranahan et al., 2007). In order to understand and potentially mitigate or reverse changes in coastal environments, monitoring efforts and new methods that are able to evolve and
adapt with this important but changing environment are required to detect change over time.

1.2 The challenges of coastal monitoring

To understand these changes at the coast requires environmental monitoring, both to detect inter-annual trends and shifts, and to monitor dynamics which can arise as a result of intra- and inter-annual variations in stressors (e.g. storms). Additionally, it is important to establish baselines with regards to the structure and function of the natural environment, in order to quantify responses to environmental change and increased anthropogenic stressors. With knowledge of how environmental processes operate naturally, the effects of anthropogenic pressures can be characterised more accurately. If targeted and well-planned, environmental monitoring can be a cost-effective method to protect natural resources and scientifically rigorous enough to influence policy makers, in turn delivering effective management and protection (Lovett et al., 2007). While in recent decades, huge progress has been made towards operational environmental monitoring at the coast, the ability to collect scale-appropriate data, at appropriate times, capable of resolving processes of interest, is hampered by several problems. *In-situ* data collection is often unviable or logistically challenging and costly (Brewin et al., 2015), due to restricted access at the land-sea interface or complexities with the upkeep and maintenance of equipment in these environments. Coastal zones are often harsh with the presence of sand, salt-water and windy conditions making it challenging to undertake some forms of research. For reasons such as these, remote sensing is becoming a tool of choice for monitoring coastal processes and change.
Table 1.1: The major classifications of types of coastal environments. Adapted from Burke et al. (2001).

<table>
<thead>
<tr>
<th>Coastal Zone</th>
<th>Habitat/Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Near-shore terrestrial</td>
<td>Dunes, cliffs, rocky and sandy shores, xeromorphic habitats, human modified landscapes</td>
</tr>
<tr>
<td>Intertidal</td>
<td>Estuaries, deltas, lagoons, mangrove forests, mudflats, salt marshes, salt pans, other wetlands, ports, marinas, aquaculture beds</td>
</tr>
<tr>
<td>Benthic</td>
<td>Kelp forests, seagrass beds, coral reefs, soft bottom environments above the continental shelf, artificial reefs and structures</td>
</tr>
<tr>
<td>Pelagic</td>
<td>Open waters above the continental shelf, fish farms</td>
</tr>
</tbody>
</table>
1.3 Remote sensing of coastal environments

The following sections give an overview of remote sensing science in the coastal zone, encompassing techniques that utilise data from satellite, airborne and more proximal platforms, as well as in-situ approaches. This synopsis focuses mainly on optical and light detection and ranging (LiDAR) based approaches.

1.3.1 Satellite platforms

Data products from satellite platforms vary greatly in their spectral, spatial and temporal (i.e. revisit time) resolutions. Some of the more widely utilised satellite platforms for coastal monitoring include the Landsat program, IKONOS and Quickbird (Klemas, 2011). The fine temporal resolution (e.g. regular revisit times) and ease-of-access (e.g. Landsat data freely available since 2008) of some satellite derived datasets have made them a suitable choice for studying coastal processes over long timescales and over large areas. For example, Landsat images have been used for multi-decadal landcover change detection at the landscape scale (~100 km of coastline analysed; Shalaby and Tateishi, 2007). The recent launch of Sentinel 2 satellites (which are a Landsat continuation mission) have increased revisit times to approximately 3 days when considering a combination of the Landsat and Sentinel 2 programs (Li and Roy, 2017). In contrast to the 30 m spatial resolution data available from the Landsat program, <1 m spatial resolution data are provided by commercially operated systems such as Quickbird and IKONOS. This finer spatial resolution allows for more detailed investigation of coastal ecosystems (e.g. delineating different species within mangrove habitat (Wang et al., 2004). Another alternative is Planet Labs Dove program, which utilises more numerous lower cost platforms to achieve greater
sampling rates. For example, data from 55 Dove satellites provided daily revisit capability at a spatial resolution of ~3.7 m, which has been used to monitor coral reef atoll development by the Chinese government (Asner et al., 2017).

1.3.2 Airborne platforms

Airborne platforms such as light aircraft have been used with a multitude of sensors for monitoring coastal environments. They are useful platforms for acquiring data over relatively large spatial scales (10s-100s km²) and provide data at finer spatial resolutions than is typically available from satellite platforms. Of particular note, LiDAR sensors have been used to understand structural patterns in coastal landscapes (e.g. to monitor topographic changes in beach environments (Sallenger et al., 2003) or map coastal habitats (Chust et al., 2008)). Aside from active sensors such as LiDAR, optical sensors have also been utilised on airborne platforms, including red, green, blue (RGB), multispectral and hyperspectral imaging systems. Both panchromatic and colour aerial photography have been combined with fine-grained mapping products (e.g. Ordnance Survey data in the UK) and LiDAR surveys to track intra-decadal change in shoreline position at 100 m intervals along a 74 km stretch of coastline. (Burningham and French, 2017). Airborne multispectral sensors have provided data to help delineate coastal water types (e.g. river, fresh water marsh, salt marsh drainage; Huh et al., 1996) and map intertidal seaweed communities (Brodie et al., 2018). Hyperspectral sensors have increased spectral resolution meaning that a greater number of contiguous bands in the electromagnetic spectrum are sampled during data acquisition. More advanced hyperspectral scanners such as the Compact Airborne Spectrographic Imager (CASI) have been deployed to aid in the estimation of seagrass standing stock (Mumby et al.,
1997), mapping mangrove extent (Green et al., 1998) and tracking invasive marine alga (Theriault et al., 2006).

1.3.3 Terrestrial *in-situ* sensing

Time-lapse photography using sensors mounted at near-ground based positions has been used successfully to monitor dynamic processes in the coastal zone. Thermal erosion of permafrost coastline has been tracked using this technique (Wobus et al., 2011), at a temporal resolution of 2 hours over a 6 week period using time-lapse cameras. Time-lapse photos have also been used to quantify the pressures and carrying capacity in beach zones; the daily number of beach users was calculated (Pereira da Silva et al., 2016). An alternative application of time-lapse photography has been assessment of the efficacy of coastal engineering projects, such as beach drainage (Bowman et al., 2007).

Another terrestrial sensing technique also involves the use of cameras, but also some processing of the data using a Structure-from-Motion-Multi-View-Stereo (SfM-MVS) workflow. This form of data processing is made possible by the ability to obtain overlapping images from optical sensors. The resultant data products are most commonly orthomosaics, digital elevation models and point clouds, the latter two of which can be used to describe topographic variation of a particular environment. This technique has only recently emerged as considerable processing developments in digital photogrammetry and SfM have only emerged within the past 5 years (Smith et al., 2015). More about this technique can be found in section 3.3.1. This technique has been used to measure beach shoreline positional changes and rotation (Pikelj et al., 2018). Cameras on poles have been used to capture images from proximal aerial positions, (e.g. to produce fine-
spatial resolution, 10 mm in this case, digital surface models used to investigate
turtle nest site selection (Kelly et al., 2017). As well as over relatively small extents
(i.e. ~250 m²; Kelly et al., 2017), ground-based SfM-MVS has also been applied
over larger spatial domains, such as a ~1 km stretch of cliff face, for erosion
monitoring purposes (Westoby et al., 2018).

Terrestrial laser scanning (TLS) is a technique used to rapidly capture the
distance of objects and surfaces in a given scene, resulting in a 2.5D/3D model
of the surveyed environment. At the coast, TLS is commonly used for quantifying
the size of terrestrial features such as sand dunes (Feagin et al., 2014), their
development over time (Smith et al., 2017; Figure 1.1) and assessing the erosion
processes on cliffs (Westoby et al., 2018). Data captured in this way can provide
fine spatial and temporal resolution point clouds (e.g. revisit times within days or
weeks) are useful for quantifying topographic changes in coastal environments
(Smith et al., 2017).
Figure 1.1: DEM of two coastal dune blowouts based on a TLS survey in May 2011. The lines show the position of the rim of the bowl blowout (A) and of the saucer blowout (B) in each survey period. Figure reproduced from Smith et al. (2017).

1.3.4 Issues and drawbacks with remote sensing methods

Although data captured from satellite platforms have been hugely beneficial for coastal monitoring, there remain issues and barriers which can limit the success of its application. Firstly, regarding intertidal and shallow submerged environments, the state of the tide is critical to how useful the data are. For example, filtering Landsat data for low tide state images will result in a coarser temporal resolution than using the full dataset (Sagar et al., 2017). As a result, data at desired times (e.g. weekly intervals) may not be achievable using satellite derived data from one platform (or set of platforms) alone. Another issue, which affects all optical remote sensing from space is the presence of clouds (Ju and Roy, 2008). Clouds effectively mask pixels in optical and some infra-red remote
sensing data, meaning the true reflectance signal is greatly reduced or completely absent. Even if cloud free data are regularly available, the temporal revisit times of many of the most widely used satellites are often too infrequent (e.g. Landsat – 16 days) to monitor highly dynamic coastal processes (Thomas et al., 2002). In combination with the limited windows in which tide times might be optimal, this further reduces the pool of likely useful data. Data outputs from Landsat, MODIS, Sentinel (2 & 3), and other satellite programs are currently freely available which is a huge benefit in terms of cost-effectiveness for coastal monitoring. However, spatial resolutions in these free datasets are usually not fine enough for monitoring dynamic processes and heterogenous coastal zones. This in turn leads to issues such as the mixing of pixels between land and sea and contamination of data due to the adjacency effect (Minomura et al., 2001). One alternative is to use commercial data from platforms such as WorldView-2 (with a spatial resolution of 0.5 m RGB), but, as stated previously, this comes at a relatively high financial cost ~$20 per km² (with further costs for multiple user licenses), and coarser temporal resolutions than freely available alternatives, unless the user is willing to compromise by requesting off-nadir acquisitions which can be delivered from the pointable platforms (e.g. NASA-MISR). These costs can preclude the use of such data in time series monitoring or for projects where financial constraints limit the purchase of data.

The quality issues caused by environmental conditions for satellite derived data can have similar effects on data acquired from airborne platforms. However, there is more control over when surveys are undertaken, and so optimal tide states and cloud coverage can be factored in to a certain extent. However, airborne campaigns are logistically complex, often involving multiple individuals and
organisations (e.g. pilots, aviation authorities, instrument operators), and its unlikely flights can be undertaken at very short notice (if optimal conditions arise). The associated costs with piloted aircraft operations means that this form of data capture is relatively expensive (e.g. £1000s per survey). This cost alone can limit the use of airborne remote sensing for projects with small budgets or in areas of the world without national survey capabilities. Whilst some airborne data are now available in the UK and other countries as open access datasets (e.g. LiDAR archive from UK Environment Agency [https://environment.data.gov.uk/ds/survey]), these data only document past change and may not be suitable for answering questions where timing of acquisitions is critical. Furthermore, gaining clearance from relevant aviation authorities (if applicable) may also hinder the ability to undertake regular flights making airborne remote sensing a less viable source of data for routine coastal monitoring.

The drawbacks of TLS are that the operational range of the equipment is limiting (i.e. 50 m [Kandrot et al., 2016]), and is also cumbersome to move around sites (a requirement to obtain optimal viewing angles for the capture of laser returns). This means that the spatial extent over which a scanner can capture data is limited, realistically, to areas of less than a hectare per survey, in turn restricting the types of processes that can be monitored over time. Also, the equipment is expensive, one estimation stating that new scanners cost between 30,000 and 80,000 euros [Liang et al., 2016]. Other terrestrial sensing methods such as handheld photography and time-lapse photography are certainly more cost-effective than the aforementioned techniques, but can lack the nadir perspective that other remote sensing products can provide. This means that quantitative
analysis is more challenging due to the potential lack of coverage (i.e. feature omission) and differing perspectives in images and data captured during a single collection period and across multiple collection periods. Like TLS, these ground based techniques are also lacking in their spatial extent. Large volumes of data and associated computer power are required for the processing of TLS and ground-based photography (for SfM-MVS) data. Resources and expertise to efficiently handle such data may not be readily available therefore potentially restricting the use of these techniques for some projects.

1.4 The rise of drone technology

Drone is a broad term used to describe remotely piloted, powered aircraft, often with autonomous capabilities that can carry a payload (e.g. a sensor). Lightweight drones are typically <7 kg. Recently, there has been a rapid uptake of drone technology in ecological and environmental research. The ability to take scale-appropriate measurements with fine spatial resolution and control over revisit times has made drone platforms an increasingly popular choice for collecting spatial data (Anderson and Gaston, 2013). Applications are wide-ranging and encompass fields from geomorphology to ecology, with users applying drone-based data collection methods to map habitats to delineate landcover types (Chabot and Bird, 2013), quantify vegetation cover (Breckenridge et al., 2011) to inform management decisions or conservation efforts (Chabot et al., 2014), and monitor the location and estimated populations of wildlife (Jones et al., 2006).

The flexibility to deploy drones at times suited to the user and environmental conditions has allowed for data collection in extreme environments such as Antarctica, where alternative approaches are unviable (Goebel et al., 2015). The
user-controlled revisit times that can be managed with drone-based remote sensing surveys is also attractive for monitoring change in dynamic systems such as fragile farmland prone to erosion (Eltner et al., 2015). The potential to achieve fine temporal resolution and flexibility in when data are collected is unmatched by satellite platforms and comes at a much lower cost (approximately 10 times cheaper) than airborne data acquisition (Jones et al., 2006), with the caveat that each drone survey at present tends to be limited by policy or battery life, restricting each survey to relatively small spatial extents of a few hectares per survey. Along with the potential for fine temporal resolution data collection, drones also offer a platform for optical, near infra-red and thermal cameras to collect fine spatial resolution data with ground sampling distances of sub-decimeter (i.e. 10 mm from a multirotor drone system flown at 25 m altitude with a 12 megapixel red, green, blue (RGB) digital camera (Puttock et al., 2015)). This can provide new insights into environmental processes when compared to existing remote sensing products such as Landsat observations which are collected at a spatial resolution of 30 m (Kovalskyy and Roy, 2013). Also, the miniaturisation of sensor technology such as LiDAR sensors (which are now a viable payload for larger drone systems) provides new opportunities for coastal monitoring, such as quantifying the size of aeolian dunes (Solazzo et al., 2018). The nature of drone based data collection means that issues such as cloud contamination (Asner, 2001) are less of a problem (eliminated if non-radiometric data are sufficient for the application) and the need for atmospheric correction (Chavez, 1996) is greatly reduced or eliminated due to the low altitudes at which they fly.
In line with the technological developments which have converged to make drones viable and widely applicable research tools (e.g. hardware miniaturisation & accessible computer processing power), kite based proximal sensing has also seen a renaissance. A review of the resurgence of this approach can be found in chapter 5.

1.5 How are drones being used at the coast?

Lightweight drones are already being used for research (and recreation) at coasts across the globe. There are many opportunities to apply drone technology for research and monitoring in coastal environments, including wildlife monitoring, 2D, and 2.5D habitat mapping (Joyce et al., 2018). Given the flexibility in design and ability to carry a variety of payloads, this form of proximal sensing is being synergistically applied across multiple areas of marine science and conservation (Johnston, 2019). The advantages of very fine spatial resolution data (e.g. sub-decimeter optical data) and user-controlled revisit times (e.g. at optimal tide states) make lightweight drones a well-suited proximal sensing platform for dynamic coastal environments. This section will focus on coastal applications and highlight published work which demonstrates the strengths of drone technology at the land-sea interface.

Drone-mounted optical sensors have been used as a census tool in shallow marine areas, for example to count organisms such as elasmobranchs (Kiszka et al., 2016; Rieucau et al., 2018), jellyfish (Raoult and Gaston, 2018) and in terrestrial coastal areas (e.g. to count penguins (Ratcliffe et al., 2015). Furthermore, non-optical sensor payloads have been applied novelly to collect biological samples such as whale sputum (Geoghegan et al., 2018) for further
virological analysis. These examples demonstrate the ways in which drones can reduce the effort involved in sampling, counting, or collecting data and also illustrate the way in which previously limiting methods have been replaced by methodologies with a potential to deliver higher sampling rates or greater sample sizes.

The fine spatial resolution available from optical sensors on board drones has been utilised for 2D habitat mapping, both in the terrestrial realm (e.g. to classify broad coastal and wetland landcover types (Sturdivant et al., 2017), and also in shallow marine areas to identify suitable nursery habitat for fish (Figure 1.2; Ventura et al., 2018, 2016). All of these examples have undertaken classifications using object based image analysis (OBIA), a technique increasing in popularity, due mostly to the fine spatial resolution optical data available from sensors mounted on drones. Beyond optical sensing, infrared sensors have been used to detect contamination of coastal waters (Lega et al., 2012).

Structural and topographic change investigations are being undertaken in a variety of coastal environments, most commonly with the use of data derived from SfM-MVS workflows. More about this technique can be found in section 3.3.1. Examples of this form of analysis at the coast include the study of the topography of coastal dunes (Gonçalves et al., 2018; Mancini et al., 2013), changes in beach topography (Casella et al., 2016), in relation to both natural and artificial changes to the environment (Gonçalves and Henriques, 2015). In the intertidal zone, fine spatial resolution topographic and multi-spectral data have been used to link geomorphological variables to the presence of biotic features such as macroalgae (Murfitt et al., 2017). Beyond terrestrial coastal applications, drones
have also been used to produce bathymetric data (comparable to airborne LiDAR measurements) in shallow tropical coral reefs (Casella et al., 2017).
Figure 1.2: (A) Orthomosaic representing a sandy coast with underwater formation of reef-building tube worm Sabellaria alveolata. (B) Thematic map of the same areas generated after image segmentation and classification through an OBIA algorithm. Figure reproduced from Ventura et al. (2018).
1.6 Kite-based proximal sensing at the coast

Kite-based proximal sensing is well suited for coastal environments due to the abundance of a natural fuel source in the form of wind. Furthermore, the minimal number of moving mechanical parts (none if a fixed sensor mount is used) makes them suitable for operations in coastal zones where salt and sand can cause degradation of electronic components. As seen with the application of lightweight drones at the coast, a variety of work utilising kites as proximal sensing platforms has been published in recent years.

The high altitude (~250 m) safely obtainable with a tethered device such as a kite has allowed for comprehensive seabird population counts (Delord et al., 2015). Habitat and land cover mapping has also been undertaken using optical sensors such as consumer grade cameras (Currier, 2015). Multispectral sensors have been used to map invasive vegetation species (Madurapperuma and Dellysse, 2018) and map the presence of algae in the intertidal zone (Bryson et al., 2013) by using the Normalised Difference Vegetation Index (NDVI). Kites have also been used to obtain data for SfM-MVS processing in order to quantify the movement of boulders in response to storm events (Autret et al., 2018), and changes in rubble and sediment topography on a coral cay (Bryson et al., 2016).
1.7 The land-sea interface explored in this thesis

As described in section 1.1, the coastal zone harbours a huge diversity of ecosystems, which can be broadly grouped by their position within the land-sea interface. In this thesis, three key coastal environments were empirically studied; coastal dunes, intertidal seagrass meadows and coral reefs (Figure 1.3). Each of these environments present their own unique challenges and opportunities (for both data capture and processing) with regards to proximal sensing with drones and kites. Between them, a range of environmental conditions and complexities are found, including differing levels of water presence, and types of vegetation and substrate. Accessibility is highly variable across these three ecosystems, with dunes accessible on foot, seagrass only exposed at low tide and reefs fully submerged. The following sections introduce each of these three environments in turn, giving an overview of their importance, the pressures they face, how they are monitored, and what opportunities proximal sensing utilising lightweight drones and kites could unlock.
Figure 1.3: Conceptual diagram of the land-sea interface explored in this thesis. Three ecosystems are represented – coastal sand dunes, intertidal seagrass meadows and tropical coral reefs. The proximal sensing techniques used in each environment are also indicated with a kite, and two lightweight drones. Vector icons from www.vecteezy.com.
1.8 Coastal dunes

Coastal dune systems are highly dynamic environments, susceptible to change caused by weather events and anthropogenic pressures. Like many other coastal environments remote sensing is already employed for monitoring purposes. However, the spatial scale of these remote sensing approaches has often been coarse, with large (i.e. annual) gaps between sampling. Frequent data collection using a drone or kite platforms could be combined with SFM-MVS techniques, algorithms which have become more powerful with the availability of more powerful computer systems. These algorithms can effectively be used to create 2.5D models of dune systems, potentially allowing for the detection of fine spatial and temporal scale changes in dune form, through erosion and deposition (Mancini et al., 2013).

1.8.1 Extent and importance

Coastal dune systems are a global phenomenon, found on coastlines from high latitude polar regions to the tropics (Martinez et al., 2004). They occur in intertidal zones where there is a supply of sand and prevailing winds capable of transporting sediment (Everard et al., 2010). Some of the ecosystem services provided by sand dunes include raw materials, coastal protection, erosion control, habitat for biological diversity and tourism/recreation (Barbier et al., 2011). Despite their close proximity to the sea, dunes also serve as catchments, with aquifers able to provide drinking water (van der Meulen et al., 2004). Like other coastal habitats, the process of carbon sequestration provided by dunes has also been explored, with the value of CO₂ sequestration currently valued at £9 million per year in the UK alone (Beaumont et al., 2014).
Coastal protection has been one of the more well studied services that dunes provide. If these dune ecosystems and associated sand dominated environments are managed well, then they can offer a sustainable defence against storm damage (Hanley et al., 2014). In relation to the effects of storm conditions on sandy coastlines, three important roles have been identified: sand reservoirs, energy dissipation and barriers to storm waves and swash (Leatherman, 1979). The importance of dune presence was demonstrated during the 2004 Asian tsunami where it was observed that beachside properties with in-tact dunes were less effected than those that had removed them (in this case for aesthetic purposes; Liu et al., 2005). Linked closely to storm protection is the erosion control dunes provide through the trapping of sediment (Barbier et al., 2011). The reduction of the movement of sediment in this way can protect sandy coastal habitats and the ecosystem services such as recreation that they provide (Huang et al., 2007).

1.8.2 The pressures on coastal dune environments

Sandy shores are naturally harsh dynamic environments, but are expected to be under increasing pressure from both natural storm events and numerous anthropogenic pressures such as pollution, mining and tourism (Brown and McLachlan, 2002). There are examples of inappropriate management leading to urban development in dune environments, in turn having a strong effect on these ecosystems (Carboni et al., 2009). The continuous development of coastal areas, and implementation of hard defences to mitigate storm damage has, in some European places, led to the loss of dunes and their associated natural protection (Hanley et al., 2014). In a study of 26 different sites along 902 km of coast in Mexico, 81% of dune systems showed vulnerability levels of concern (Martínez
et al., 2006). An emphasis was put on management in this study, showing that monitoring is required to quantify the stress on dune systems, often exacerbated by human disturbance.

1.8.3 In-situ monitoring of coastal dunes

In-situ dune monitoring can involve measurements of dune structure and vegetation coverage using levels and quadrats (Hesp, 2013). With a focus on dune vegetation, biotope maps have been drawn by hand and digitized (Lee et al., 2012). These manual methodologies are time consuming and costly, when put into context of the size of area covered. In-situ data collection at dune sites can also be logistically challenging, due to the variable weather conditions in these areas and topography of the landscape. Yearly vegetation transects have also been performed in dune systems to quantify species composition and the effects of invasive species in dune ecosystems (Stanisci et al., 2014). Although fine-grained and repeatable, transects are limited in their scope, and only provide a snapshot of the ecosystem in time and space.

1.8.4 Monitoring coastal dunes with remote sensing

Compared to other coastal environments, published studies utilising optical data from satellite platforms to study coastal dune processes are limited in number. This is presumably because the environment is a challenging one, with mixtures of plants and sand/sediment giving rise to mixed pixels in satellite data. To provide some examples, multispectral data from the Landsat program has been used to identify spectral differences in sand colour which indicates the presence of freshwater ponds within the dune ecosystem (Levin et al., 2007). Finer spatial
resolution WorldView-2 data have also been used to delineate landcover types in a mixed dune and marsh environment (Rapinel et al., 2014).

Airborne LiDAR has been used to look at the volumetric change in coastal dunes, for example in response to storm events (Figure 1.4; Houser et al., 2008). Woolard and Colby (2002) found that data at a spatial scale of 1 m was best for describing the change in dune structure over time. Beyond 2 m, the resolution, the estimations of volumetric change spiralled, highlighting the need for fine spatial resolution data when studying dune form.

Digital photogrammetry techniques have been used with paired aerial photographs of dune systems to detect blowouts and other processes of dune development (Brown and Arbogast, 1999), and to quantify volumetric changes in dune systems (Ojeda et al., 2005). Although successful digital elevation models were created in the latter, the study was constrained by the availability of aerial data, which were collected at different spatial resolutions. Inconsistencies such as this in remote sensing data are likely to lead to error in analyses so there is a need to use consistent workflows for both data capture and processing. For example, capturing images with the same sensors, from the same altitudes and accounting for lighting conditions.
Figure 1.4: (A) Alongshore profile of a backbarrier dune pre- and post-storm Ivan, created with data from airborne LiDAR surveys. (B) A photograph of the dune showing erosion on the eastern side. Figure reproduced from Houser et al. (2008).
1.8.5 How can proximal sensing be used to monitor coastal dunes?

Drone technology has been used to reconstruct topography of a beach dune system using SfM-MVS processing in Italy. Results were compared to a TLS survey of the same features and the SfM-MVS derived model using data collected with a drone platform, with no more than a 50 mm error between vertical distances detected (Mancini et al., 2013). In order to understand the changes in dune structure over time, a quasi-3D approach is required (Andrews et al., 2002), and with data collected from a drone or kite, this is a lot more easily achieved than with existing methods such as utilising airborne or satellite data or in-situ techniques. SfM-MVS works best with a combination of oblique and nadir aerial data in most structured systems (James and Robson, 2014) because multiple viewing angles lead to a greater number of tie points in the processing workflow. From the ground, one cannot readily deliver the oblique data necessary to construct topographic models of dune systems due to the elevational range that coastal dunes can span. The issue with satellite or airborne image data is the lack of variation in view angles at temporally similar points in time. However, with a drone (especially multirotors) or kite platform, the flexibility in both the way in which payloads can be mounted, along with the manoeuvrability of the device means that data of the preferred specifications can be collected, but at the expense of large spatial coverage.

One potential application of proximal sensing in these systems is to deliver new understanding of the way in which storms modify dune structure and vegetation. For example, proximal sensing data could be used to build a topographic model before and after a storm event, allowing for a process-specific investigation of erosion and depositional processes (Figure 1.5A-C). This could also be applied
to other disturbances, such as those caused by human activity, allowing the impact to be studied post-activity. (Figure 1.5D-F). Another application relates to tracking vegetation dynamics on dunes. The presence and volume of various species can vary seasonally, and fine spatial resolution optical data could be used to quantify these temporal changes. The control over revisit times makes drones and kites highly desirable tools for environmental monitoring and for supporting the management of these ecosystems.

Like most coastal environments, sand dunes are challenging places to conduct research. In particular, sand poses a major challenge for access and maintenance of equipment. Although drone platforms are used in the air, take-off and landing must take place from a stable surface. Spinning propellers can set sand in motion, causing potential damage to components and the camera on board (Mancini et al., 2013). This operational constraint must be carefully considered when using drone technology in such sandy environments. On the contrary, kite platforms excel in these environments, using the often-abundant lift from the wind and the absence of moving mechanical parts.
Figure 1.5: Two potential uses of kites to monitor changes in coastal sand dunes. A-C) show that collection of data before and after a storm event is possible with a sensor on a kite. D-F) shows that impacts of human activity can be monitored by collecting data with a kite before and after a particular period of disturbance. Vector icons from www.vecteezy.com.
1.1 Seagrass meadows

1.1.1 Extent and importance

There are 60 seagrass species found globally, in both temperate and tropical waters, covering approximately 0.1-0.2% of the global ocean (Duarte, 2002). The highest species diversity occurs in south-east Asia and the western coast of Australia (Tittensor et al., 2010). Seagrasses are described as ecological engineers (Orth et al., 2006), and foundation species that, through their physical characteristics, provide habitat for other species or ecosystems (Hughes et al., 2009). Most seagrass species grow subtidally, to depths where ~11% of sunlight reaches the bottom (Duarte, 1991), although some do grow in intertidal zones (Duarte, 2002). Seagrass habitats provide a variety of ecosystem services such as raw materials, food, coastal protection, erosion control, water purification, carbon sequestration, maintenance of fisheries and recreational services (Barbier et al., 2011). The direct exploitation of seagrasses have declined with time, although they are still harvested for agricultural fertilizer (de la Torre-Castro and Rönnbäck, 2004), and in the Solomon Islands used for more symbolic social purposes (Lauer and Aswani, 2010). Other benefits include coastal protection, which has been cited as an important service due to their ability to dampen wave energy (Barbier et al., 2011). However, the level of protection varies depending on factors such as species, density, location and tidal regime (Koch et al., 2009). Stabilization of sediment is also provided by their plant root and rhizome structures, reducing the removal of sediment from the ecosystem (McGlathery et al., 2012).
Seagrasses are among the most effective natural ecosystems for sequestering carbon (Macreadie et al., 2014), with global burial of carbon in seagrass meadows estimated between 48 and 112 Tg yr\(^{-1}\) (Kennedy et al., 2010). The plants absorb carbon from the seawater, mainly in the form of dissolved aqueous carbon dioxide (CO\(_2\)) during photosynthesis but they also use bicarbonate (HCO\(_3\)) from the water during growth (Barbier et al., 2011). They play, therefore, a significant role in the marine carbon cycle, by burying carbon in the sediment and creating a carbon sink (Duarte et al., 2005). With increasing awareness regarding the effectiveness of seagrasses in sequestering and burying carbon, concerns have grown over the potential impact to climate of the global loss of seagrass habitat. Although the plants can be replanted, much like terrestrial species, the environmental conditions (i.e. water quality and light availability) which can cause the loss of seagrass beds are more difficult to restore than on land (Fourqurean et al., 2012). Restored seagrass meadows of *Zostera marina* are estimated to accumulate carbon at levels similar to natural stocks within 12 years of initial seeding (Greiner et al., 2013).

1.1.2 The future of seagrass meadows: threats and pressures

Despite their fundamental roles in marine environments, seagrass habitats, are in decline globally with 29% of known areal extent having disappeared between 1879-2009 (Waycott et al., 2009). Described as uncharismatic compared to other coastal ecosystems such as coral reefs, proportionally less attention is paid both by the scientific community (e.g. 5 times the number of scientific papers published on coral reefs compared to seagrass) and the media (Duarte et al., 2008). The causes of such declines in seagrass habitats are due to disturbances. These can generally be broken down into natural events (e.g. geological, meteorological and
biological) and anthropogenic related issues (e.g. reduction in water clarity, physical damage and pollution) (Short and Wyllie-Echeverria, 1996). Rapid environmental change driven by increased anthropogenic pressure in the coastal zone is a major threat to seagrasses (Orth et al., 2006). Whilst, the addition of physical structures to the coastal environment can prevent the shoreward migration which is necessitated by sea level rise (Orth et al., 2006). This demonstrates that pressures rarely work in isolation and it is often a more complex mixture of natural and human-derived threats that ultimately reduce their coverage, with negative implication for the wider ecosystems in which they grow (Waycott et al., 2009).

The reduction in water quality is one of the major factors causing seagrass declines globally (Duarte, 2002). It is often linked to development in and around catchments which physically connect to seagrass habitats. Multi-decadal decline in multiple seagrass species has been attributed to industrial development and the addition of plant rich nutrients to the marine environment (Cambridge and McComb, 1984). Changes in turbidity and disruption to the environment through the process of dredging, have also been cited as factors for long term declines in seagrass meadows, with processes such as wasting disease potentially caused by degradation in environmental conditions (Giesen et al., 1990).

Seagrass ecosystems are likely to be affected by further climate change. The key effects of climate change on seagrasses have been identified as sea temperature rise (Koch et al., 2013), sea level rise, increasing CO₂ within the oceans, and increases in UV-B radiation (Short and Neckles, 1999). Furthermore, the introduction of non-native species can impact delicate seagrass ecosystems. For example, the introduction of seaweed farming and associated macroalgae
species led to decreases in seagrass coverage and associated macrofaunal abundance (Eklöf et al., 2005).

1.1.3 *In-situ* monitoring of seagrass

Monitoring of seagrass often requires *in-situ* sampling with quadrats and snorkels (Downing and Anderson, 1985), usually to verify larger scale approximations (Kutser et al., 2007). Surveys are also undertaken from hovercraft (Dumbauld and McCoy, 2015). More recently, the availability of robotics technology for environmental monitoring has led to a number of innovative applications. The effectiveness of autonomous underwater vehicles were compared to traditional snorkel based surveys, concluding that they are highly useful tool in deeper waters where snorkelling was not feasible (Roelfsema et al., 2015). This style of surveying is often localised and requires up-scaling up to obtain data appropriate to seagrass meadows as a whole.

1.1.4 Monitoring seagrass with remote sensing

Monitoring of seagrass habitat is critical to track changes in its extent, but it can also be used as a proxy or sentinel for the condition of the environment in which it grows (Dennison et al., 1993). The coastal habitats in which seagrasses reside are often challenging environments for extensive *in-situ* data collection. Considering this challenge, remote sensing has been employed as an effective mapping technique both in terms of cost and time (Armstrong, 1993; Mumby et al., 1999). The research effort in this area is echoed by the availability of resources such as spectral libraries detailing seagrass species (Fyfe, 2003).
Aerial photography has been used to track the changes in seagrass cover within Tampa Bay, Florida, although the coarse spatial resolution (minimum mapping unit of seagrass was 2.5 h), was attributed to potential error within the study (Robbins, 1997). Whereas, colour aerial photography has been utilised to track changes in eelgrass in relation to pressure from nitrogen loading (Short and Burdick, 1996). This work demonstrated overall declines in seagrass cover over time, with variations between sub-basins. Products such as Landsat data, aerial photographs have still played a role as reference data for these analyses (Ferguson and Korfmacher, 1997). When available, archived aerial photography can provide multi-decadal time series. A dedicated flight in optimal conditions was used to collect rectification base imagery from which to analyse older data (Kendrick et al., 2002). The opportunistic nature of data collection in this study demonstrates an advantage of using aircraft to obtain spatial data; minimal winds, an incident sun angle of 20-30° and maximum water quality were cited as factors making the conditions optimal (Kendrick et al., 2002).

Optical Earth observation data obtained by the Landsat program have proven to be a popular choice for monitoring seagrass meadows, with a range of examples in the published literature (Armstrong, 1993; Ferguson and Korfmacher, 1997; Gullström et al., 2006; Macleod and Congalton, 1998; Schweizer et al., 2005; Wabnitz et al., 2008; Ward et al., 1997). Multiple band combinations have been used with just the visible bands (Armstrong, 1993), visible and near-infrared (Ferguson and Korfmacher, 1997) and a six band configuration (Gullström et al., 2006) all used to map seagrass meadows. The 30 m spatial resolution of Landsat data have been appropriate for studies over large extents such as 50 km² (Gullström et al., 2006), but its associated lack of detail has not been able to
detect finer features such as smaller seagrass patches (Wabnitz et al., 2008) because seagrass shoots are very small features (e.g. Zostera noltii leaves are ~0.1 m long) and will exhibit a low spectral contrast against the substrate when viewed from above. Favourable environmental conditions are also required to coincide with the exact time that satellite data are collected. This is often not the case, and factors such as wind can render Landsat data unsuitable for subtidal seagrass habitat mapping, due to movement on the water’s surface (Ferguson and Korfmacher, 1997). Furthermore, issues with optical remote sensing in the marine environment include varying water depth and the effects this has on light attenuation. Using Landsat data, transformation of the spectral bands including a depth variable has been applied (by linearising the exponential depth dependence of the signal) to minimize the variance associated with depth, when using bottom surface reflectance (Armstrong, 1993).

One solution to the inability to resolve features of interest in Landsat data products is to use sensors capable of finer spatial resolutions such as those on board the IKONOS satellite constellation. Despite the ground sampling distance of 1-4 m achievable with IKONOS imagery, a comprehensive study focussing on coastal environments found that it was still not possible to discriminate broad habitat categories such as coral, seagrass and algae (Mumby and Edwards, 2002). However, with the addition of finer spatial resolution data from systems such as Quickbird and WorldView, seagrass habitat maps have been successfully constructed (Roelfsema et al., 2014). Multiple biomass and coverage maps of six seagrass species were created using a combination of fine spatial resolution satellite data and in-situ samples (Figure 1.6). Despite this successful landscape level approach, an estimated 30% increase in the cost of
the monitoring project was attributed to the remote sensing component which uses commercial image products, limiting its large-scale applicability. IKONOS has also been used to map a heterogeneous habitat of seagrass, algae, sand and rock (Malthus and Karpouzli, 2003). The authors of this study were enthusiastic about the promise of finer spatial resolution data achieved with IKONOS, but highlight that limited spectral resolution means it remains difficult to discriminate between submerged cover types with similar properties. Again the incorporation of in-situ data was evident, with use of the empirical line method (Karpouzli and Malthus, 2003) for radiometric correction of the data to remove atmospheric effects.
1.8.6 How can proximal sensing be used to monitor seagrass habitats?

Within seagrass habitats, proximal sensing will allow for mapping in the realms of individual shoots as opposed to just the extent of meadows as a whole. This will further the understanding of seagrass life history and habitat, both important factors for meadow management, especially when considering whether they are transitory or enduring (Kilminster et al., 2015). As stated previously (see section 1.8.5), fine scale proximal sensing data overcomes issues with other remote sensing workflows both in the temporal and spatial domains. As a result, data could prove useful for tracking seagrass response to disturbance events, monitoring die-off events. For example, a rapid dieback event in Australia was
only successfully mapped months after it occurred using aerial imagery (Seddon et al., 2000). With repeat monitoring on a weekly or even daily basis, a greater understanding of the location and cause of the issue can be achieved. In turn, mitigation could be put in place to try and control the source of die-off (e.g. pollution) protecting seagrass habitat. Monitoring at these fine scales has not yet been demonstrated and remains unexplored.

Some seagrass species are intertidal, whilst the majority grow in fully submerged environments. The permanent presence of water causes issues with both sunglint and light attenuation when collecting remote sensing data. Sunglint is the specular reflection of solar radiation on non-flat water surfaces (Hedley et al., 2005). Techniques have been developed to remove it from remote sensing data (e.g. (Kay et al., 2009)), but post-processing can be time consuming and costly. Drone platforms offer the ability to determine when data are collected, and therefore optimal environmental conditions can be chosen as the time to map seagrass meadows. In many cases, satellites are on fixed orbits and therefore there is no control over revisit times. This can affect the quality of data collected with sub-optimal conditions such as a rough sea surface and a high sun angle, causing sun glint in the captured images (Figure 1.7). Whereas, waiting for when the water is in a calm state, or the tide is out, the sun is low in the sky and then collecting data using a drone platform can produce data of a higher quality with minimal sun glint issues (Figure 1.7). The relationship between time of day and glint occurrence in data collected with a drone has been discussed in a study researching dugongs (Hodgson et al., 2013). They found that early afternoons were the least favourable time to be collecting data with an optical digital SLR.
camera because the sun angle in relation to the sensors position created a greater amount of glint in the captured images.

Multispectral imagery has been utilised in both airborne and satellite based remote sensing of seagrass meadows. Most commonly, the red, green, blue and near-infrared spectral bands have been processed to classify the benthic environment in which the plants grow. Sensors with the capability of collecting spectral data at relatively narrow and spectrally precise wavelengths have now been miniaturised so that they drone mountable (e.g. the Tetracam Micro MCA - http://www.tetracam.com/Products-Micro_MCA.htm). Combined, with the all the aforementioned benefits, our understanding of seagrass habitats is set to improve greatly with this technology.

Despite the benefits that drone based data collection can provide, it is important to consider their limiting factors. Light attenuation through water is a well-established issue in coastal remote sensing, and data collection in this way does nothing to try and solve this issue. Flight times are also limited due to the way in which drones are powered. Multirotor drones can typically fly for no longer than 20 minutes and fixed wings for no more than a few hours. This means that the areal coverage is small compared to that achievable in satellite and airborne data. Therefore, the use of drones for seagrass monitoring must be tailored to situations where the benefits of fine temporal and spatial resolution can achieve the biggest gains.
Figure 1.7: The benefits of remote sensing with a drone. A) Sub optimal conditions include a high sun angle, rough sea surface, causing sunglint, where data collected with a satellite platform may lack quality for remotely sensing seagrass and B) Optimal conditions with the sun at a low sun angle, and calm waters/low tide. When these conditions occur a drone can opportunistically be flown to collect data. Vector icons from www.vecteezy.com.
1.2 Tropical coral reefs

1.2.1 Extent and importance

Tropical coral reefs grow in shallow water environments where photosynthetic activity, (which is critical to their continued growth and survival) is possible (Sheppard et al., 2018a). They are complex self-building ecosystems, where coral species (symbiotically living with algae) deposit limestone as they grow, in turn creating habitat for other sea dwelling organisms such as fish. Globally, they cover an estimated 284,300 km$^2$ of coastline, with the majority occurring in the Indo-Pacific region (Spalding et al., 2001). These highly productive coastal ecosystems are hugely beneficial to human populations. Some of the key services that they provide include a source of tourism attraction and therefore associated monetary income (Davenport and Davenport, 2006) and coastal protection by buffering shorelines from severe weather and in turn protecting human populations and infrastructure (Barbier et al., 2011). Tropical reefs are some of the most biodiverse coastal regions in the world (Roberts et al., 2002) and as a result are productive environments supporting and sustaining fisheries beneficial to human populations (Russ et al., 2004). Furthermore, reefs play a role in global carbon cycling, taking carbon from the water and depositing it in their hard skeletons as they grow (Sheppard et al., 2018b).

1.2.2 The future of tropical coral reefs: threats and pressures

Compared to other coastal environments, tropical coral reefs receive the majority of attention in the literature (i.e. five times the number of scientific publications on reef habitats compared to seagrass meadows due to their perceived greater levels of charisma (Duarte et al., 2008)). In recent decades, a major emerging
threat to tropical reefs has been the increase in bleaching events (e.g. in the Indian Ocean (Obura et al., 2018; Perry and Morgan, 2017a). Bleaching is caused by increases in water temperature (e.g. ocean heat waves), which in turn expel the symbiotic algae from their coral hosts, leaving them unable to survive. In 2018, the average time period between these excessive temperature events was 6 years, compared to a time period of 25-30 years in 1980 (Hughes et al., 2018).

As well as bleaching, degradation in water quality and anthropogenic activity are cited as threats and causes of coral reef decline. Terrestrial run-off, especially from agriculture (Fabricius, 2005) and also from direct sources such as sunscreen (Danovaro et al., 2008), and the effects of sedimentation (Rogers, 1990) have been studied, each found to have negative impacts on coral functioning and ultimately survival. Other threats to coral reefs include physical damage from fishing practices which involve anchor scraping and explosives used to stun fish (Mcmanus et al., 1997) and disease which can target particular species and/or their symbiotic zooxanthellae (e.g. white band disease on Caribbean coral reefs; Aronson and Precht, 2001). Hurricanes and tropical cyclones, which are natural processes but that are thought to be increasing in occurrence due to climate change, have long been recognized as natural pressures on reef ecosystems, that can alter the structure of reefs in a relatively short period of time, with long lasting effects as phase-shifts or recovery take place (Gardner et al., 2005). Monitoring and mapping coral reefs is crucial to understand their composition, their health, stability, and to detect phase-shifts to more productive or degraded states. Techniques for this include both in-situ methodologies and remote sensing, overviews of which are provided in the following sections.
1.2.3 *In-situ* monitoring of reefs

Snorkel and scuba equipment are used frequently to collect data from underwater transects in reef environments. For example, across coral reef, seagrass and mangrove habitat, the suitability of nursery habitat for juvenile fish has been assessed with visual estimations (Jaxion-Harm et al., 2012), and diver collected underwater transects have been used to describe the differing geomorphic zones and types of coral (Rajasuriya et al., 1998).

Describing the structural complexity of coral reefs is of interest to researchers and managers alike, as structure can be used as a proxy for reef health and state (Graham and Nash, 2013). Measuring complexity is non-trivial and has been undertaken using a variety of methods including a variable sized wheel system (Wilding et al., 2007), chain-and-tape (McCormick, 1994), and digital gauges (Dustan et al., 2013). Various measures such as rugosity and fractal dimensions have been derived from data collected in these ways in an attempt to describe the complexity of the reef environment. One such application of this data are for calculating the carbonate budgets of coral reefs, where growth rates are incorporated with measures of benthic cover types to calculate net carbonate gains or losses (Perry et al., 2012).

1.2.4 Monitoring reefs with remote sensing

Given their positioning in shallow waters, challenging logistics, accessibility issues and their spatial extent, remote sensing has been a useful tool for those researching, monitoring and managing coral reefs (Hamlton, 2017; Mumby et al., 2004). The cost-effectiveness of remote sensing approaches has made it favoured data capture technique for ecosystem assessments (Mumby et al.,
1999), especially with freely available satellite image products such as the Landsat archive (Roelfsema et al., 2018), but relatively little has been achieved using airborne surveys due to cost constraints (Hedley et al., 2012). In one airborne campaign, data collected with an optical sensor yielded true-colour photographs at a spatial resolution of 0.4 m and was subsequently used to describe and map the main bottom elements in a stony reef environment (Cuevas-Jimenez et al., 2002). Also, multispectral airborne images have been captured with the Compact Airborne Spectrographic Imager (CASI) platform (8 spectral bands and a spatial resolution of 1 m) and used to classify distinct types of habitat defined by dominant coral species (Mumby et al., 1998).

The use of satellite derived remote sensing products for coral reef monitoring is well documented and reviewed in detail by Hamylton, (2017); Hedley et al., (2016) and Mumby et al. (2004), and therefore this section will highlight examples from the literature. Some of the most commonly used data products in the published literature are derived from the Landsat, Sentinel and Worldview-2 Earth observation systems. Landsat and Sentinel data are favoured for time series analysis, where the benefits of revisit times of 16 days (Landsat only), which increases in frequency when combined with sentinel products (Li and Roy, 2017). Furthermore, the temporal resolution (Landsat archive spanning back to 1972) of these data also make them valuable for multi-decadal monitoring programs. The benefits of data from systems such as Worldview-2 are a much finer spatial resolution (~0.5 m), which can be used to further advance the understanding of shallow reef complexity and processes. As mentioned in section 1.3.4, using fine spatial resolution data is not a cost effective approach for monitoring. One such example using Landsat products involved multi-decadal benthic cover type
change detection in the Red Sea (El-Askary et al., 2014). Alternatively, fine spatial resolution data provided by the Worldview-2 platform have been used with a focus on habitat mapping for conservation mapping (Selgrath et al., 2016).

Recently, OBIA has become a popular classification tool in coral reef remote sensing studies. OBIA is well suited when features of interest consist of multiple pixels as opposed to individual pixels containing a mixture of features or classes (i.e. a H-resolution case; Blaschke, 2010; Strahler et al., 1986). This scenario is becoming more common with the availability of fine spatial resolution data (e.g. Quickbird-2 images at ~0.6 m used to create benthic cover maps of reefs in the western Pacific (Phinn et al., 2012). However, OBIA has also been shown to work with coarser spatial resolution data of reef environments. For example, Landsat data products at a spatial resolution of ~30 m have been used to classify broad reef cover classes such as sand rubble and coral (Wahidin et al., 2015; Xu et al., 2016), and geomorphologically distinct parts of the reef system e.g. lagoon and forereef (Leon and Woodroffe, 2011) since these features exhibit length scales that are larger than the resolution of the pixels. Despite the variety of successful studies found in the literature, there are limitations to the use of satellite data products for some reef monitoring purposes. For example, Hedley et al. (2018) have shown that bleaching is detectable from Sentinel-2 data, but further work is required to develop bleaching detection methods. The 10 m spatial resolution data allow for relatively coarse bleaching assessments, but are not able to resolve finer scale regions of potentially healthy reef.

With advancements in sensor and processing technology several hybrid methodologies incorporating both in-situ data and remote sensing have emerged. Using waterproof or underwater housed consumer grade cameras, Dumas et al.
(2009) categorized different reef cover types such as foliose, encrusting and massive corals. More recently, with the increases in high performance computing hardware, SfM-MVS has been used to create benthic dense point clouds. Handheld underwater photography has been used to create very fine scale (~10 mm spatial resolution) 2.5D representations of the benthic environment (e.g. (Leon et al., 2015). This technique is particularly useful for quantifying the structural complexity of reefs at limited spatial extents (e.g. ~ 1.5 × 200 m; Leon et al., 2015).

1.2.5 How can proximal sensing be used to monitor reefs?

There are already some published examples detailing the application of lightweight drones for capturing data in tropical coral reef environments. Coral bleaching extent has been quantified using an RGB sensor on a consumer grade DJI Phantom 2 drone (Levy et al., 2018), and DEMs produced in a photogrammetry workflow have been shown to produce similar estimates of reef topography to LiDAR measurements (Casella et al., 2017). This study was conducted over a sparsely colonised lagoon (Figure 1.8), with near-perfect environmental conditions. Application of this technique in more structurally complex reef areas and in more challenging environmental conditions remains to be tested. This is a growing field of research and examples in the literature are limited, but there is great potential for proximal sensing techniques to progress remote sensing in tropical reef settings. This new methodology could be a crucial tool for monitoring reefs and understanding their response to various pressures such as ocean warming, heatwaves and damage from hurricanes and tropical cyclones.
Logistically, the deployment flexibility available with drone technology, would help capture data in optimal environmental conditions. Wind, tide, cloud, and sun angle can all impact the quality of optically sensed data of submerged features. For example for coastal investigations, Landsat data needs to be carefully chosen so that images captured at high tide are excluded (Sagar et al., 2017). In contrast, with a drone, data can be collected at the desired tidal state. This is also the case with sun glint which has been described in section 1.8.5. The resultant data will be of finer spatial resolution compared to airborne or satellite acquired data and have minimal effects from environmental conditions. The low flying altitude of drones and fine spatial resolution data available from on-board sensors, mean that in coral reef environments, there will be the potential to identify individual colonies in the resultant data. This would be progressive in a field that has been dominated by broad category thematic maps which have identified geomorphologically distinct areas of the reef such as flats, crests and slope from satellite and airborne image data (Capolsini et al., 2003; Roelfsema et al., 2018).

Drones can acquire data at larger spatial extents than is typically possible with in-situ reef transects. Incorporating greater parts of the reef in surveys is vital for moving towards a more representative picture of these heterogenous habitats. With careful flight planning and sensor mounting at oblique angles, one can achieve varying view angles of features on the ground/in the sea. This variation in view angles is optimal for SfM-MVS processing to produce dense point clouds (James et al., 2017a). These dense point clouds can inform us of the structural complexity of reef environments, a key proxy for their health. Compared to underwater transects, conducted by hand (Figure 1.9A), data captured with a lightweight drone and processed in a photogrammetry workflow could provide
information for much greater spatial extents (Figure 1.9B). Lastly, tropical reefs can be logistically challenging areas to work in. In some cases, diving and snorkelling may not be feasible due to boat access limitations. In these situations, drones can collect data from remote areas, quickly and safely.

Despite the large range of potential applications for drones in reef environments, there are still issues to take into consideration when capturing and processing data in this way. There are often very few suitable launch and landing terrestrial areas near reefs, and operating from a boat may be required. Launching and landing from/to a vessel can be challenging and requires an experienced pilot to undertake such manoeuvres and a correctly configured drone as many drones have fail safes that disable their use on a non-stationary platform. Low sun angles are optimal for sensing reefs with drones (Casella et al., 2017), and therefore access to the reef at/before sunrise/sunset needs to be taken into consideration and/or the ability to alter the flight path and sensor configuration accordingly. Furthermore, the salt and sand in these environments can accelerate the degradation of drone components, so extra checks and maintenance routines are necessary. Considering the data collected of submerged features, as mentioned for satellite and airborne data, signal attenuation through the water column remains an issue. Also, refraction and reflections can cause artefacts in images collected from proximal sensing platforms.
Figure 1.8: (A) The inner lagoon of Tiahura, Moorea, French Polynesia (aerial image from WorldView-2, DigitalGlobe). (B) Aerial view of the boat used as landing/take-off base for the drone flight. (C) Location of one ground control point (GCP) in the surveyed area; the circle indicates the approximate area represented in D. (D) Detail of C, example of GCP and scale bar used to georeference the image data. (E) Composite ortho-rectified photo obtained from structure from motion. (F) Bathymetric raster obtained from SFM-MVS, with indication of GCPs. Figure reproduced from (Casella et al., 2017).
Figure 1.9: The potential benefits of using a drone in coral reef environments. A) Manual transect undertaken by snorkeller/diver using a chain and tape approach. Transect is limited in its spatial extent. B) Nadir and off-nadir positioning of optical sensor captures more data on the structure of the reef. Also undertaken with a low sun angle to reduce glint on the water. Vector icons from www.vecteezy.com.
1.9 Summary

There are no shortage of examples demonstrating how remote sensing is being utilised in the complex and highly heterogeneous coastal environments. The development of new remote sensing methodologies and availability of data have revolutionized monitoring efforts in the highly dynamic, structurally and biologically complex coastal zone. This has mainly been driven by the acquisition of images from sensors on-board satellite and airborne platforms, along with ground-based sensing equipment such as TLS. However, there are still some fundamental drawbacks when using these approaches, including those related to weather conditions, tidal state and accessibility. Proximal sensing utilising drones and kites are poised to resolve some of these issues due to the ability to flexibly deploy and customize their payloads for data acquisition. Although many different coastal environments could and have begun to be explored in relation to proximal sensing data, the acquisition and analysis of fine grained data are still largely unexplored. Coastal, sand dunes, intertidal seagrass meadows and tropical coral reefs provide a novel and interesting set of test environments for this new form of data capture. Each of these three ecosystems face diverse threats and pressures ranging from global to local in scale and provide logistically challenging environments in which to undertake proximal sensing data capture. Furthermore, the types of research questions that can be explored, are diverse and can be used to highlight some of the key strengths of using drones and kites for monitoring the highly important coastal environments.
2 Research Aims

The overall aim of this thesis is to develop new approaches using novel proximal sensing platforms such as lightweight drones and kites, that could deliver advances in the quantitative understanding of coastal processes. The following aims are more focused in their scope and addressed throughout the thesis:

i. Critically evaluate the challenges of operating lightweight drones in logistically demanding environments including the coast [Chapter 4]. The rapid uptake of drones for environmental and ecological research has seen a surge in the number of studies using this technology for data capture. While reported methodologies are often detailed regarding image processing, there is often a lack of information about the hurdles involved with data capture, especially in locations such as coasts, tropical forests and polar environments. To increase the success rate and collaboratively improve the efficiency of drone-based research, a synthesis of challenges and solutions is required to share with the academic community. The early stages of work towards this thesis involved a series of methodological experiments with drones in coastal settings, some more successful than others. It was these experiences, set against a backdrop of a lack of transparency within scientific literature describing experimental pitfalls and complexities, that was used to inform the scope and some of the content of this piece.

ii. Review the historical and current use of kites for proximal sensing and assess their feasibility as a modern data capture tool for empirical research [Chapter 5]. The technological advances fuelling the
rapid uptake of drones are also set to benefit other proximal sensing platforms such as blimps, balloons and kites. In particular settings drones will not be the most affordable or suitable proximal sensing platform, whereas kites may provide an optimal solution for data capture. There is a need to review published studies to understand how kites are being used, and explore how kites can be used for empirical research moving forward.

iii. Investigate the ability of kite aerial photography and SfM-MVS processing techniques to quantitatively assess topographic changes in terrestrial coastal dune systems [Chapter 8]. Coastal dunes are dynamic environments, experiencing spatially and temporally heterogeneous processes of erosion and accretion over time. Limited options exist for cost-effective monitoring of coastal dune environments at fine intra- and inter-annual temporal resolutions. LiDAR data can provide information on dune topography, but such data are often costly andlogistically challenging to acquire, and therefore not feasible for regular monitoring purposes. SfM-MVS photogrammetry processing of data captured from optical sensors on a kite platform could be used to assess sub-decimeter changes in coastal topography over time, yet the implications of the variable kite platform on data quality are not evaluated within the literature. Combining time-series analysis with consideration of point-cloud uncertainty will deliver new insights towards the operationalization of kite-based survey protocols in sand dune systems and elsewhere.
iv. Explore the effectiveness of consumer grade optical sensors on-board lightweight drones to map seagrass coverage within intertidal meadows [Chapter 9].

Remote sensing of seagrass meadows is currently heavily focussed on quantifying the spatial extent of these habitats alone. A knowledge gap exists relating to the heterogeneity of plants within meadows due to the lack of fine spatial and temporal resolution Earth observation data. Such observations can be indicative of the health of these ecosystems. Drones are well positioned to enable observations which capture within meadow variability, and therefore there is a need to test the ability of these platforms to deliver such data. New work in this sphere targeted at managers and conservation practitioners will deliver new insights into seagrass growth dynamics and indicators of meadow health.

v. Further develop proximal sensing methodology to quantitatively measure the structural complexity of coral reefs with consumer grade optical sensors [Chapter 10].

Currently, measurements of structural complexity within coral reef habitats are highly limited in their spatial extent. This is due to the way in which data are captured, typically by snorkel or diver surveys, or through using active sensors attached beneath vessels. Therefore, estimations typically lack representation of the wider reef environment. Proximal sensing and SfM-MVS processing offers the opportunity to up-scale these measurements over greater spatial extents. This has been demonstrated by Casella et al. (2017), but only with a limited set of flight parameters and in a geomorphologically homogenous reef setting. The limits of this technique in reef environments require exploration and
characterisation, to assist in optimising methodologies and understanding how the approach can be successfully applied.

Figure 2.1: Conceptual diagram showing the structure of the thesis.
3 Methods

Empirical data collection undertaken for this project spanned multiple different environments, but shared commonalities in the equipment, methods and processing/analysis technology used. While each of the empirical investigations (see chapters 6, 7, & 8) contain methods sections relevant to those particular studies, details that were emitted are explored in this section. This chapter also serves to explore some of the broader methodological details found throughout the thesis. Firstly, hardware utilised for data capture and associated modifications are described, followed by a description of the processes involved in deploying drones and kites for data capture. Thirdly, processing techniques including an overview of software packages used to manipulate and analyse empirical data are described.

3.1 Hardware

3.1.1 Drones

Airframe design and associated electronic components are rapidly evolving technology realms and even since the start of this PhD project (December 2014) much has changed. However, all of the data captured for this thesis has been undertaken using lightweight multirotor drones (sub 7 kg) using the open source Pixhawk autopilot system (which runs the ArduPilotMega (APM) flight stack [http://www.ardupilot.org/]). The main reasons for this choice of autopilot were threefold. Firstly, Pixhawk is open-source hardware running open-source software allowing for customization and user-dictated choice of components (e.g. GPS modules, electronic speed controllers (ESCs) and telemetry). This gives flexibility in the design of a drone and the adaptation for scientific data collection.
Secondly, the multitude of sensors on board the autopilot and those attached to it, record at high temporal frequency (e.g. tens of readings per second) are made easily available for post-flight analysis. This metadata from each flight can aid in the process and analysis of data collected by on-board sensors such as consumer-grade cameras. Lastly, the flight modes available with the firmware, especially the ‘Auto’ mode, that allows for grid-based mapping. Automated waypoint guided flying allows for user-dictated flight speed, altitude, position and direction to achieve more uniform coverage of a given area. As a result, for example with optical sensors, similar overlap can be achieved between images, than would typically be possible with manual flying modes. At the start of this research project, the autonomous flight capabilities provided by APM firmware were more advanced when compared to other available autopilot systems. Three types of drone (all using Pixhawk or Pixhawk 2 autopilots) were utilised for this project (Figure 3.1). They are described as follows:

**3D Robotics Y6 co-axial hexacopter “Yeti”**

This drone was acquired pre-constructed and ‘ready-to-fly’. The following modifications were made, making it better suited for scientific data capture:

- Pixhawk autopilot replaced due to issues with the previous one. 3D printed vibration dampened mount added for Pixhawk autopilot designed, printed and installed.
- FrSky X8R receiver (Rx) installed to allow for more channels for communication. This was to enable a greater number of modes to be assigned to switches on the Taranis transmitter (Tx).
- 3D printed housing for LiPo battery and integrated camera mount for Canon Powershot D30 or Canon S110, designed, printed and installed.

**QuadH₂O custom built quadcopter “Henrietta”**

This drone was acquired pre-constructed and ‘ready-to-fly’. It was designed to protect the electronics from water ingress and also has the ability to take-off from and land on calm water. The following modifications were made, making it better suited for scientific data capture:

- DJI Naza autopilot replaced with Pixhawk autopilot. 3D printed internal vibration dampened housing for electronics designed, printed and installed.
- FrSky X8R receiver (Rx) installed to allow for more channels for communication. This was to enable a greater number of modes to be assigned to switches on the Taranis transmitter (Tx).
- 3D printed vibration dampened camera mount for GoPro Hero 3 and Canon Powershot D30, designed, printed and installed.
- Additional buoyancy installed on the underside of the body with foam strips cut from swimming pool buoyancy device (pool noodle).

**3D Robotics Solo quadcopter “Duffolo”**

This drone was acquired ‘off-the-shelf’ and ‘ready-to‘fly’. No modifications were made to the internal electronics. However, the following additions were made to the external body of the drone:

- Universal vibration dampened sensor mount designed, printed and installed.
- Multiple sensor mounts (e.g. Ricoh GR II (Figure 3.2), Agrocam, Canon Powershot D30), both nadir and oblique designed, printed and installed.

- Extended leg mounts (to allow for greater clearance of drone underside from the ground), designed, printed and installed.

Only the 3DR Solo was utilised for empirical data capture as seen in chapters 7 & 8 (Table 3.1), but I have included the details of the other two drones as they were pivotal in my development of skills to build, maintain and operate drones for scientific research. Also, many of the lessons learned, which feature in chapter 4 occurred while operating these airframes.

Figure 3.1: The 3 research drones used during this thesis. A) A 3DR Y6 hexacopter “Yeti”, B) A QuadH2O quadcopter “Henrietta”, C) A 3DR Solo quadcopter “Duffolo”.

3.1.2 Kites

The kite Aerial Photography (KAP) setup consisted of two main parts. Firstly, was the kite itself, which was a single line design, created specifically for KAP and was therefore stable and easy to operate (Figure 3.3A). For the majority of the KAP data capture an HQ KAP Foil 1.6 was used. For one survey, an HQ KAP Foil 5 was used. During data capture, hanging from the single line of the kite was a picavet, self-levelling mount (Figure 3.3). Inspiration for this design was taken
from an easy to build example found at http://www.instructables.com/id/Kite-Aerial-Photography-Picavet-System-Fun-Simple-. A modified version to house a Canon Powershot D30 compact camera was designed and printed using a 3D printer. Nylon kite line and a yo-yo winder were used with the kite. The nylon line was marked with marker pen every 1 m so that an estimated altitude could be obtained during launch and operation.

3.1.3 3D printing

3D printing using materials such as Acrylonitrile butadiene styrene (ABS) plastics has democratised the building process of drone components and modifications. In tandem to the physical printer technology (which has been made readily available to the consumer), a plethora of software and online services have also made creating, sharing and modifying computer aided design (CAD) products easier. For design, open source software such as OpenSCAD (http://www.openscad.org/) and Blender (https://www.blender.org/) make creating designs to print a viable option for many. Beyond this, sharing and modifying can be facilitated with services such as Thingiverse (https://www.thingiverse.com/) and Tinkercad (https://www.tinkercad.com/). All of these have been used to create and share CAD designs during this project. Using a Stratsys uPrint SEPlus 3D printer (http://www.stratasys.com/3d-printers/uprint-se-plus) rapid prototyping was undertaken, allowing for design modifications in short periods of time. Designs ranged in complexity from custom sized washers, to camera mounts. All designs were created in OpenSCAD, toolpaths created and printer operations performed in Catalyst EX 4.4 (the software licensed with the 3D printer).
Figure 3.2: Examples of the 3D printed mounting system used to attach the Ricoh GR II to the 3DR Solo.

Figure 3.3: Examples of the KAP setup with the picavet mount attached.
3.1.4 Canon hack development kit (CHDK)

CHDK is freely available software which can be used to modify the behaviour of some models of Canon compact cameras. One of the main benefits is increased functionality, allowing user control over settings such as shutter speed, ISO, aperture, and the time intervals at which photos are taken. For some models, the ability to capture photos in RAW as well as native JPEG format can be activated. This is especially useful in scientific data capture settings, given that one may want to recover information from the uncompressed ‘digital negative’ or correct for exposure if images are too under- or over-exposed post data capture. The software is non-destructive and boots from an SD card that has been formatted for CHDK use. Once running on the camera, user-created scripts can be executed, causing the camera to automatically trigger with designated settings. More information about installation and the full features of CHDK can be found at http://chdk.wikia.com/wiki/CHDK. This software was used to manipulate the Canon Powershot D30 used with some drone systems and the KAP setup during data collection.
Table 3.1: Overview of the key equipment used throughout the thesis.

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Training and Testing</th>
<th>Sand Dunes - UK</th>
<th>Seagrass - UK</th>
<th>Corals - Maldives</th>
</tr>
</thead>
<tbody>
<tr>
<td>3DR Y6 “Yeti”</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>QuadH20 “Henrietta”</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3DR Solo “Duffolo”</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Garmin GPS</td>
<td>X</td>
<td>X</td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Leica D-GNSS</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Kite</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
3.2 Data capture

3.2.1 Drone operations (legal framework)

The safe and legal application of lightweight drone technology in scientific research is shaped by two factors. Firstly, safety and risk assessment considering both the researchers involved and other individuals and their property in the immediate area. Secondly legal constraints, requiring conformation to rules and regulations often stipulated by a country’s aviation authority (e.g. the civil aviation authority (CAA) in the UK).

In the UK, a permission for commercial operations (PfCO) (formerly permission for aerial work (PfAW)) is only required if one is to financially gain from work undertaken with drone technology (e.g. videography at a wedding or inspecting roofing on a property). For research purposes, this permission is not mandatory. However, as preparations for data collection progressed throughout the project, it appeared that major landowners in the UK requested a PfCO even though there would be no renumeration for the data captured. As part of the PfCO application, an operations manual is required for submission to the CAA. Drone operations throughout the project followed those laid out in the ESI DroneLab operations manual (see chapter 10.1 and section 10.2).

3.2.2 Drone operations (practical)

All drone operations presented in this thesis followed a similar methodology which I will outline here. As aforementioned the ardupilot autopilot was chosen for its flexibility and ability to plan complex autonomous missions. These missions were created in either Mission Planner (Oborne, 2016) on a Windows machine or Tower on an Android tablet (Huya-Kouadio, 2016). Missions were created in the
field, where hazards and other obstacles can be more readily identified. Planned missions can control airframe speed, altitude and position, as well as take off and landing routines. Once a mission was planned it was uploaded via Wi-Fi to the drone. The drone was restarted, and the mission downloaded, to check that the correct mission was loaded onto the drone. Next, if GCPs were used, they were positioned pre-flight, drone safety checks were undertaken (as outlined in the operations manual) and the sensor (i.e. Ricoh GR II) were set up. In this case the built-in intervalometer was activated. Finally, the drone was launched, and the mission undertaken. Post-flight, data was backed-up onto a laptop, drone battery was changed, and if multiple flights were planned, further missions were uploaded, and the process repeated.

3.2.3 Kite operations (practical)

Kite operations are strongly weather dependant, even more so than drone surveys, so weather forecast checking was critical in the build-up to planned fieldwork. Once in the field, the site was checked for potential hazards and an assessment of wind conditions was made based by observation of vegetation and/or using an anemometer. The tail was attached to the kite whilst on the ground, and then the kite was launched with two people. One would hold the foil, and the other would hold the yo-yo winder. The foil was held at arm’s length and let go into the wind, with the line let out as the kite gained altitude. Next, the camera was set up, with an intervalometer and fixed settings, and attached to the picavet mount. Then, with the kite in the air, the picavet mount was attached to the kite line using carabiners ~ 1 m apart. Depending on the wind conditions, the kite line was released to gain altitude, and the line operator walked around the survey site ensuring the platform was over areas of interest. After ~30 minutes
the kite was brought down or lowered, and the SD card/battery changed if necessary.

3.3 Data processing & analysis

3.3.1 Photogrammetry

With the increasing availability of low-cost computing power and improvements in software such as computer vision SfM-MVS has become a viable tool for modelling environments in three dimensions using only two-dimensional images. A seminal application of this approach utilising the many images available on the internet is the reconstruction of famous buildings in Rome (e.g. the Trevi Fountain) using photographs taken by visitors to these locations (Snavely et al., 2008). Beyond the proof of concept approach, researchers have been applying SfM-MVS to produce data at spatial and temporal scales that have been previously unachievable e.g. in the geosciences (Westoby et al., 2012). The applications of SfM-MVS in Physical Geography and environmental science are well documented in Figure 3.3 (Smith et al., 2015). The authors describe the origins of SfM-MVS, typical workflows and some example applications. Agisoft Photoscan was used for all SfM-MVS processing in this thesis, to create dense point clouds, DEMs and orthomosaics. All these products were georeferenced, using either GCPs or aerial control in the form of geotagged input images.
Figure 3.4: Typical workflow in the production of georeferenced dense point clouds from image sets and ground control points. Inputs and outputs are shown in dark red. In the top right, as a demonstration, matches determined to be valid are shown in red, while matches determined to be invalid are given in blue. Figure reproduced from (Smith et al., 2015)

The proceeding parts of the thesis can be broadly split into two types. Firstly, chapters 4 and 5 are focussed on the techniques of drone and kite based remote sensing with environmental applications. They include reviews of the literature and discussion of the technology and techniques used within these fields. Following on from these two pieces are three empirical chapters (6, 7 and 8). Empirical data collection was undertaken in three different environments that fall along a land-sea continuum in the coastal zone using lightweight drones and kite
platforms. Firstly, the changes in geomorphological structure on terrestrial beach dune systems were studied using kite aerial photography (KAP) and structure-from-motion photogrammetry processing techniques. Secondly, a study investigating the ability to capture and analyse fine spatial resolution data of intertidal seagrass meadows in Pembrokeshire, Wales. Lastly, a study to investigate the ability of proximal sensing from a drone to measure surface roughness on subtidal coral reefs in the Maldives.
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4.1 Abstract

Lightweight drones have emerged recently as a remote sensing survey tool of choice for ecologists, conservation practitioners and environmental scientists. In published work, there are plentiful details on the parameters and settings used for successful data capture, but in contrast there is a dearth of information describing the operational complexity of drone deployment. Information about the practices of flying in the field, whilst currently lacking, would be useful for others embarking on new drone-based investigations. As a group of drone-piloting scientists, we have operated lightweight drones for research on over 25 projects, in over 10 countries, in polar, desert, coastal and tropical ecosystems, with many hundreds of hours of flying experience between us. The purpose of this manuscript is to document the lesser-reported methodological pitfalls of drone deployments so that other scientists can understand the spectrum of considerations that need to be accounted for prior to, and during drone survey flights. Herein, we describe the most common challenges encountered, alongside mitigation and remediation actions that increase the chances of safe and successful data capture. Challenges are grouped into the following categories: (i) pre-flight planning, (ii) flight operations, (iii) weather, (iv) redundancy, (v) data quality, (vi) batteries. We also discuss the importance of scientists undertaking ethical assessment of their drone practices, to identify and mitigate potential conflicts associated with drone use in particular areas. By sharing our experience, our intention is that the manuscript will assist those embarking on new drone
deployments, increasing the efficacy of acquiring high quality data from this new proximal aerial viewpoint.

4.2 Introduction

Lightweight drones are now firmly established as part of a remote sensing surveying methodology and the scientific literature is replete with examples of drone technology being used for a multitude of purposes including conservation (Koh and Wich, 2012), wildlife monitoring (Christie et al., 2016), plant inventory mapping (Husson et al., 2016), biomass estimation (Cunliffe et al., 2016), coastal morphological mapping (Long et al., 2016), coral reef monitoring (Casella et al., 2017), disaster response (Nedjati et al., 2016) and precision agriculture (Bukart et al., 2018). Many environmental science, ecology and conservation applications of drone technology will inherently encounter and have to overcome common challenges and problems. Despite this, these communities lack a common understanding and shared protocols for addressing these challenges, often making the acquisition of drone data collection more problematic and open to error, particularly for those less familiar with the technology.

The ability to deploy drones in a variety of different environments leads to site-specific and user-specific data collection methods. This in turn creates a plethora of methodological challenges, many of which remain unreported in the scientific literature. This is because the style of scientific papers is such that it is rarely required, or indeed attractive to share the broader considerations of drone deployments with the reader; instead the focus is placed on describing flight parameters or details of image capture and data processing. As a group of scientists who are well practiced in deploying lightweight drones, we can attest
that even in low-risk deployment scenarios, methodological issues are experienced regularly, requiring a change in approach or compromise. The frequency and severity of such issues are amplified when deploying drones in challenging environments and in parts of the world where drone operations are not well-understood by local communities and resources are limited. This dearth of detailed, practice-based methodological insight into drone deployment considerations means that scientific drone users are likely to be duplicating efforts and it also presents a barrier to those wishing to begin using drone technology, since many helpful operational details remain buried in user forums of online drone groups (e.g. http://diydrones.com/).

Drawing on our extensive collective experiences using lightweight (sub-7 kg take-off-weight) drones in diverse locations such as deserts in the USA, Arctic tundra in Canada, coral atolls in the Maldives, and tropical rainforests in Indonesia and Brazil (Figure 4.1), this manuscript provides a practice-based overview of the methodological challenges faced by drone operators in field settings. Alongside, we present some of our tested solutions to these methodological issues to aid scientists working in ecological, conservation and environmental research, to support the efficient deployment of drone technology and underpin the collection of high quality scientific data. Our work has been exclusively with optical sensors, although many of the challenges faced are not sensor specific. We also provide sections on environment specific challenges, however many challenges may be encountered in more than one type of environment (Table 4.1). We do not cover the specific considerations for drone operations around wildlife as this has already been discussed by others (e.g., Ditmer et al., 2015; Hodgson and Koh, 2016; Pomeroy et al., 2015; Vas et al., 2015). Additionally, scientists rarely write
about the cultural and ethical implications of their practices, and therefore we discuss the importance of considering ethical issues prior to undertaking drone operations and offer some guidance for ethical assessment of drone operations.

It is too difficult to cover every type of drone-sensor operation, so this manuscript is primarily focused on discussing lightweight (< 7 kg take-off-weight) fixed wing and multirotor drones equipped with photographic equipment for ortho-mosaic (e.g. Husson et al., 2014) and structure-from-motion (SfM) photogrammetry (e.g. Smith et al., 2015) type applications. We begin this paper by providing several key operational guidelines that will assist scientists working in most field settings.
Figure 4.1: The geographical diversity of locations where we have successfully or unsuccessfully deployed lightweight drones for collection of proximal remote sensing data, including (A) arctic, (B) desert, (C) coastal and (D) tropical forest.
4.3 Considerations for safe deployment

4.3.1 Pre-flight planning

Safety of drone operations is paramount to researchers, for the obvious reasons of minimising risks to participants, bystanders and other organisms, but also to ensure delivery of useable scientific data and safe return of equipment. A key stage in safe deployment of drone technology is pre-flight planning, which is a relatively simple procedure but, as we have found, can involve considerations of complex issues in some settings. All drone operations should involve a critical pre-flight site check, usually initiated as a desk-based assessment and supported by a survey of the immediate surroundings once on-site. Pre-flight planning is very easy to achieve using various tools to assist the operator in (a) making optimal decisions about where and when it is safe to fly, (b) identifying safe locations for take-off and landing, and (c) becoming conversant with the regulations governing drone operations, which can differ between countries and sites.
Table 4.1: Challenges faced during drone operations and the environments in which they can occur.

<table>
<thead>
<tr>
<th>Operating environment</th>
<th>Specific Challenge</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Safety and regulation</td>
</tr>
<tr>
<td>Coastal</td>
<td>X</td>
</tr>
<tr>
<td>Dryland</td>
<td>X</td>
</tr>
<tr>
<td>Polar</td>
<td>X</td>
</tr>
<tr>
<td>Dense forest</td>
<td>X</td>
</tr>
<tr>
<td>High altitude</td>
<td>X</td>
</tr>
</tbody>
</table>
4.3.2 Making decisions about when and where it is safe to fly

In many developed countries, online databases exist detailing information on airspace restrictions, e.g. Notices to Airmen (NOTAMs). Increasingly, mobile applications can provide near-real-time information on the location of other airspace users (e.g. http://notaminfo.com, http://dronesafe.uk/drones-assist). During drone operations, we commonly establish contact with regional civilian and military air traffic control (ATC). It can often take time to identify the appropriate contacts for relevant authorities such as ATC, but doing so can help alleviate interruptions in data collection and prevent near misses with aircraft. For example, when flying near Land’s End Airport in Cornwall, UK (but outside of an official aerodrome traffic zone), we obtained the number of the airport ATC tower from the internet and liaised with them. This allowed them to create a temporary restricted zone around our operations and to notify any incoming aircraft. On completion of flight operations, we again informed the ATC and the restriction was removed. In summary, a key to safe flying anywhere in the world is to keep other air users informed; in our experience, local ATC managers would rather know of drone operations so that appropriate measures can be enacted (e.g. NOTAMs). Even if official channels are difficult to access or identify (i.e. in remote areas), drone operators may wish to contact other airspace users directly to inform them of their planned operations (e.g. local charter flight companies).

4.3.3 Establishing safe locations for take-off and landing & identifying obstructions

Experience suggests that extensive site reconnaissance prior to flight operations allows obstructions to be identified and increases the chances of successful data
capture. Given this, we strongly advise a ‘virtual’ site assessment prior to fieldwork using freely available map services such as Google Earth (https://earth.google.co.uk/) or apps such as Altitude Angel (https://www.altitudeangel.com/). Google Earth’s terrain layer or an alternative local terrain model (e.g. Shuttle Radar Topography Mission 90 m resolution DEM) can be used to understand local topography. These pre-flight activities will reveal some hazards, but problems posed by objects such as varying tree heights and overhead pylons will be difficult to identify. Therefore, exploring the proposed area of flight operations and beyond (to allow for unexpected deviations) later by foot will give the drone operator a more complete idea of which altitudes are safe to fly and the location of hazards should an alternative flight scenario arise. In addition, a site risk assessment is often conducted and will help identify such hazards.

Other airspace users should also be considered, and an air navigation chart can be used to assist with flight planning. When planning work in remote areas we advise that this stage should be undertaken when in reach of internet connectivity, caching (storing) maps within flight planning software for offline usage within the field. The requirements of the chosen aircraft also need to be considered. Fixed wing systems require larger, flatter areas for take-off and landing in comparison to multi-rotor systems capable of vertical take-off and landing (VTOL). Fixed wing aircraft typically glide to a descent, requiring tens of meters of flat landing space to ensure incident-free landing although alternative retrieval techniques such as parachutes and nets (e.g. Williams et al., 2016) reduce the requirement for a large landing area and in our own practice have found parachute landings greatly facilitate the safe retrieval of fixed wing drones.
The covering and stability of the landing surface should also be considered. A landing pad (Figure 4.2) can help to provide a stable surface for landing multi-rotor systems and to reduce generation of dust by downdraft. Alternatively, a member of the team (other than the remote pilot) could use appropriate personal protective equipment to catch the aircraft during landing.

Insight gained through flights above rainforest canopies show that pre-flight assessments may not reveal all of the potential risks. In areas with dense tree canopies, small hills and topographic ridges may exist that are not easily identifiable from pre-flight efforts. Emergent trees can reach up to 70 m above ground level in some ecosystems, presenting themselves as obstructions of varying heights. In these circumstances it is advisable to first perform a flight over the area of interest at an appropriate altitude to avoid such obstructions and then examine the image data in the field to determine whether flying lower is safe. Quickly carrying out a first flight like this using a multi-rotor, allowing the aircraft to hover parallel to the obstructions, can provide a fast way to obtain their altitude.

4.3.4 International, regional and local legislation

Scientific drone operators must consult the legislation regulating drone operations in the country of intended use. DeBell et al. (2016) provide useful guidance on general operational protocols and provide details of the legislative complexity, stating “there is a huge diversity in the legislative frame-work governing UAV (Unmanned Aerial Vehicle) use globally, and coupled with diverse cultural attitudes to UAVs this can make the decision of where and how to fly quite difficult”. Some countries have established rules of operation (e.g. UK, USA, Canada, Australia) and others have no restrictions or regulations (e.g. Guinea
Bissau). It may be difficult to establish what rules and regulations exist for a particular country and so as a starting point we recommend consulting community collated information which can be found at https://www.droneregulations.info. Along with the need for landowner’s permission, authority for airspace usage is often required. From experience we have found that engaging with local groups and/or partnering with them has enabled smoother drone deployments with reduced concern from local communities (e.g. in Greece, we liaised with a local conservation agency who negotiated airspace use on our behalf). Regardless of the country, it is important to contact local authorities when flying close to military areas or airfields, even for countries with no drone legislation. For example, on Ascension Island, where no formal restrictions exist, we had to submit pilot identification and comprehensive flight plans to local authorities two months prior to flights and constant contact with a local ATC had to be maintained during the fieldwork. With all locations it is critical to perform a pre-deployment check of the permitted radio frequencies (e.g. 433 MHz, 915 MHz, 2.4 GHz or 5.8 GHz etc.) and power settings for radio transmissions, as these can vary according to regulatory jurisdictions.

4.3.5 Flight operations

Once the appropriate pre-flight checks and permissions have been sought, a robust field procedure should be followed, for which Cunliffe et al. (2017) provide advice and an operations manual for other users to use as a guide. Importantly the operational procedure outlined therein should be modified according to the specific aircraft being used and methodology being followed. We have found that it is useful to have a prior-agreed operational protocol, with one pilot-in-command and a ‘spotter/ground control station operator’ to assist. Drone pilots are strongly
advised to maintain their own comprehensive flight logs, as a record of both deployments and experience; such records can prove invaluable when presenting a safety case to institutions, regulators, collaborators and landowners. This can be achieved manually or using third party services such as AirData UAV (DJI specific; https://airdata.com/).
4.3.6 Site-specific flight planning considerations

Specific operational issues can arise in particular settings such as coastal or over-water, forest, or in remote regions. Planning operations at coastal sites is challenging since it can often be hard to find (and then access) a suitable take-off and landing area. For example, in recent fieldwork in the UK Scilly Isles, it was necessary to transfer equipment from a ship to an island using a small dinghy. Alternatively, launching from land may not be feasible for some missions, and
therefore boat-launches can be used as an alternative. Managing drone operations from the deck of a moving boat can be very challenging, but not impossible; there is evidence of success in achieving this (e.g. Casella et al., 2016; Christiansen et al., 2016; Williams et al., 2016). From our own experience with Pixhawk flight controllers (https://pixhawk.org/), it is necessary to perform the drone’s pre-flight accelerometer and compass calibration on stable ground before deploying from the boat (which wobbles, disrupting the normal pre-flight calibration procedure of flight control sensors). Failure to do this can result in the loss of aircraft control shortly after take-off as it is likely to crash into the water. This was the case during our work in Greece, where a drone and on-board sensor were downed after an attempted boat launch. However, it is important to note that calibration procedures can vary between different flight systems.

In tropical rainforest settings, where drone-based data can provide information about forest structure (e.g. Kachamba et al., 2016; Zahawi et al., 2015), and biodiversity (Van Andel et al., 2015), it is often difficult to identify sufficiently large areas for fixed wing drones to land. Fixed wing systems in these areas are generally preferred over multi-rotors because they provide greater areal coverage necessitating that flights often start and end from the edge of forest blocks, utilising openings in the canopy (Figure 4.2). Where forest blocks are large, often only the edge of the forest can be surveyed which may bias observations. If flights have to be made within visual line-of-sight (VLOS), a pilot standing at the edge of a wall of trees will have very limited VLOS, thus limiting the area that can be surveyed. Dense forest canopies can also impede the transmission of Global Navigation Satellite System (GNSS) signals to the drone, and radio signals between the drone and the ground controllers due to the vegetation attenuating
and/or scattering the radio signal. The impact of the vegetation is also dependent upon the geometry of communications link and the vegetation and so it can vary in space and time (e.g. Ndzi et al., 2012).

Most lightweight drones now contain positional receivers to guide the drone during automatic flight and to provide a failsafe if the radio link with the remote pilot is broken, but in high latitude environments this can cause operational issues. At high latitudes some drone operators have reported difficulties with obtaining positional lock, caused by poor visibility of geostationary equatorial GNSS satellites and issues with magnetometers and gyroscopes on-board the drone (Jensen and Sicard, 2010; Williams et al., 2016). By default, some flight controllers require a minimum number of satellite GNSS connections or ‘fixes’ which provide a minimum accuracy of positional data (lock) before they allow take off. Obtaining a ‘lock’ can be difficult when the horizon is obscured, for example when working in small spaces in forests. These restrictions can be overridden by the operator on many drone systems, where appropriate, but it is useful to anticipate this potential issue and a method to resolve it in the field. In the future we expect these issues to reduce as the constellations of GNSS increase. The ability to operate drones in flight modes relying on magnetometers can be severely hampered when close to magnetic poles and manual flight may be the only option in such environments. Note, that while conducting ~200 flights at 70° N 139° W in the Canadian Arctic where the inclination of the magnetic field was ~84°, we never encountered problems with the GNSS lock but did occasionally encounter errors with magnetometers and gyroscopes.

In remote settings (e.g. polar regions and deserts), drone based operations can also be challenging due to reduced airspace control. Less formal control does not
necessarily mean that there will not be air traffic. For example, for Arctic field sites aircraft are the main method of access and lightweight drones can pose major risks to other air users. Thus, establishment of lines of communication with local pilots may be required to maintain airspace safety. Additionally when operating in extreme or remote conditions we plan the flight missions to start at the furthest survey point away from base camp and finish close to base camp (i.e. the flight follows a transect of some sort). This provides extra security for landing in an emergency due to battery issues as drones may otherwise land in a location where recovery is difficult. Depending on the drone pilot’s preference and regulator requirements, a ‘kill-switch’ or sequence of commands can be programmed, so that the motors can be shut down in the event of an imminent collision with other airspace users.

4.3.7 Weather and local environment considerations

Whilst weather forecasts can be useful for choosing optimal times for drone surveys, it is always necessary to check weather conditions at the site on arrival, particularly wind and be aware that they can change. For wind, we suggest carrying a handheld anemometer to check that wind conditions are within operational ranges e.g. maximum permissible wind speed including gusts of 13.4 m s\(^{-1}\) is recommended for a 3DR Y6 hexacopter (Cunliffe et al., 2017).

In many environments, drone operators must be mindful of complex wind profiles and these can occur in all types of terrain. Our flight operations in the Arctic have been constrained by weather, especially by high wind speeds. At the coast complex winds can arise from sea breezes (land/ocean temperature differences) or from topographic landforms that alter air flow. Similar complex and localised
wind effects can occur in tree canopies. When operating drones from clifftops we have encountered atmospheric turbulence (wind shear) which affects launch and landing procedures. Resultantly we have adopted a methodology where we fly high whilst the drone moves inland over the cliff edge before bringing the it down to a pre-identified safe landing area some distance from the cliff edge. For coastal surveys, we sometimes supplement drones with kites as part of our contingency - in high winds a single-line kite can be used to carry a camera to perform some survey tasks, although variable flying height can degrade data reproducibility (Duffy and Anderson, 2016).

When working in the Chihuahuan desert (USA), we have experienced extreme localised heating of the ground surface, giving rise to rotating columns of high-intensity wind, known as dust devils. These can interfere catastrophically with drone flight operations, but are often visible when approaching survey areas. Such encounters reinforce the value of utilising a spotter to support the remote pilot in monitoring the environment (Cunliffe, 2016). When working at altitude, one must also consider issues relating to air density, a factor that is fundamental to the flight operation of all aerial vehicles (air density is inversely related to both altitude and air temperature). In the Chihuahuan desert, we were flying 1800 m above sea level, with ground level air temperatures exceeding 45°C. Here, we observed that the performance envelope of multirotor aerial vehicles was affected, reducing flight endurance, manoeuvrability and payload capacity. Such issues should be considered when planning flights at high altitude sites.

Working in tropical and coastal areas with drones carries specific risks as the humidity of these environments is often high and there is a need to ensure that all electronic components stay dry. Sensors can be be stored or housed in
watertight cases with a desiccant, but this is often not a feasible for the drone itself. In tropical environments, areas of open canopy are often less humid and remaining in these locations can help avoid the negative effects of humidity. Foam and/or glue on components may start to become soft in hot environments, which might compromise the integrity of sensors and/or aircraft. This may be exacerbated if the aircraft has low albedo and/or exposed to direct sunlight. In these cases we advise covering the drone and components with a white textile or reflective material before arming and initiating the flight.

4.4 Dust, damage and redundancy

A common difficulty when operating drones is the ingress of small particles into moving parts of both aircraft and sensors, which can accelerate mechanical erosion of moving parts and damage sensors (Cunliffe, 2016). We have encountered these difficulties most severely in dryland ecosystems and sandy beaches. Drylands typically have high levels of dust due to low levels of soil cohesion and vegetation cover, which are exacerbated when undertaking near-ground operations with multi-rotor aircraft (RAF, 2011; Wadcock et al., 2008). Working in the Chihuahuan desert, we destroyed several lightweight cameras due to dust ingress into lenses, prior to arriving at a low-tech solution (Figure 4.2) whereby cameras were sealed inside dust-proof enclosures. At the coast, exposed electronics (e.g. motors, cable connectors and ports) can be easily clogged or corroded by sand and salt and good maintenance of drone equipment post-flight becomes very important. Possible mitigation strategies to overcome these difficulties include: i) using landing pads to minimise generation of dust during take-off and landing operations with multi-rotor drones; ii) cleaning moving parts after each flight, using a can of compressed air iii) coating electronics in
anti-corrosion spray and iv) using dust-sealed cameras or other sensors (e.g. using sealed cases or ruggedized waterproof cameras such as the Canon PowerShot D30; Figure 4.2).

One critical aspect of deploying lightweight drones in any environment is the importance of contingency and redundancy in all aspects of the system. This is pertinent in very remote parts of the world, where there may be no options for obtaining replacement hardware or software (Zahawi et al., 2015). During recent fieldwork in the Canadian Arctic, we carried comprehensive sets of spare parts for all platform components; however, even this level of redundancy was not sufficient for our needs over a two-month field campaign. As a minimum we advise drone operators to carry multiple replacement batteries (drone and controllers), a battery voltage checker, replacement propellers, basic toolkit, soldering kit, electrical tape and cable ties. In more remote locations, there is a stringent need for the hardware (particularly airframes) to be sufficiently robust to operate in these environments and to choose the right drone(s) and sensor(s) for the operational setting. Ideally, one will have an entire fully operational drone available at the field base to provide full redundancy. This is more attainable with low cost lightweight drone systems.

4.5 Data quality

4.5.1 Spatial constraint

A key challenge with most forms of drone acquired data is that of a relatively poor spatial accuracy, as compared to, sub-decimeter spatial resolution data. The GNSS positional receivers on-board drones provide data that can be harnessed within image processing toolboxes (e.g. Cunliffe et al., 2016). However, the
positional accuracy of these aircraft systems (typically ±2-10 m), is often not sufficient for some remote sensing applications and to improve the spatial accuracy of derived products, ground control markers are commonly deployed in-situ across the scene. The locations of the markers can be independently surveyed e.g. using a differential GPS to an accuracy of ca. ±0.02 m and reconstructions of the drone sensor data can then be constrained spatially using these markers (e.g. James et al., 2017a; Puttock et al., 2015). When used, markers should be designed in accordance with (i) the spatial resolution (i.e. being at least 6-8 pixels in diameter (James et al., 2017a)), and (ii) the electromagnetic sensitivity of the sensor (i.e. identifiable in all spectral bands, particularly when working with non-visible spectrum data). However, markers can be time-consuming to deploy, and cannot be used in all locations, such as dense forests. As we write, new GNSS systems are becoming increasingly available for drones which can yield higher precision estimates of the drone position as it flies, e.g. Real Time or Post Processing Kinematic (RTK or PPK) GNSS systems. While uptake of these systems has not yet been widespread, we anticipate that within a few years these may replace current methodologies employing in-situ markers, although we advise that independent ground validation should remain a critical requirement for remote sensing investigations. Furthermore, newer low-cost receivers support recording of raw GNSS observations (if base stations are close) that can be post-processed to improve accuracy for incorporation into any data product, but this capability often needs to be enabled prior to any flights taking place.
4.5.2 Shadows and sun angle effects

It is generally preferable to collect data when illumination conditions are relatively consistent. In any areas with structured surfaces, for example those covered by vegetation or with coarse sediment, there may be issues associated with temporally variant shadows. When working in dryland ecosystems, for example, the vegetation cover is commonly spatially discontinuous and feature matching algorithms can be confused by inconsistent shadows between images (Carrivick et al., 2016), particularly where the bare soils have high albedo. To minimise changes in shadows between different images, it can be useful to undertake aerial surveys close to solar noon, thus minimising shadows and significant changes in illumination angles (Cunliffe et al., 2016; MicaSense, 2017; Puttock et al., 2015). In polar regions, even at solar noon, sun angles are usually low, potentially requiring drone operators to experiment with varying exposure settings on sensors to optimise image quality. For example, flying on days with variable cloud cover can lead to changes in illumination in imagery, thus influencing the homogeneity of spectral signatures influencing derived spectral, structural or classification-based data products.

Artefacts caused by the reflectance of light from water based surfaces have been a long-standing issue in remote sensing data products created from visible spectrum satellite and airborne sensors (Kay et al., 2009). A detailed explanation about the occurrence of sunlight or skylight glitter on surface waters (often referred to as glint) in aerial photography, its geometry manifestations and distributions can be found in Cox and Munk (1954) and Aber et al., (2010). In any data collection scenario over water bodies, the drone operator must be mindful of such issues, because they manifest themselves in complex forms in fine-
grained data (Figure 4.3A). During fieldwork in the Maldives when using drones to map coral reefs (i.e. attempting to view through the water), we found sun glint issues caused major problems with image data quality (Figure 4.3A). Capturing image data when the sun is lower on the horizon (avoiding midday sun) (as suggested by Casella et al., 2016 and Hodgson et al., 2013) helped us to achieve data through water free of sun glint. We also programmed the drone to always point the camera north, so that whilst following a typical ‘lawnmower’ flight pattern, the impact of glint on the sensor data was minimised as the viewing zenith was approximately 90 degree to the sun. In addition to sun glint, disturbance to the water’s surface (i.e. caused by boats) was an issue during our work in the Amvrakikos Gulf, Greece (Figure 4.3B). Careful timing of flights can aid in minimising these issues.
Figure 4.3: Issues with optical imaging. (A) Sun glint over coral reefs in the Maldives, (B) ripples in the water's surface caused by a boat in Greece and (C) Marram grass (which is easily moved by wind) on sand dunes in the UK.
4.5.3 Wind and motion blur

In areas with high wind, movement of features of interest (e.g. vegetation), can cause problems with feature matching between images. Vegetated sand dunes (Figure 4.3C) are an ecosystem where vegetation movement is a particular issue. Beyond environmental conditions, movement in the sensor gimbal or the sensor itself during data capture can lead to motion blur in imagery influencing data quality. Poorly designed or fitted camera mounts/gimbals may exacerbate problems with motion blur from wind buffeting of aircraft, due to insufficient vibration dampening and movement of the sensor during flight. Where applicable, in order to avoid/reduce motion blur, shutter speeds of optical sensors should be set with consideration of the intended speed of the aircraft (i.e. higher speeds require a faster shutter). We recommend planning test flights to assess such issues with initial assessment of data quality in the field. Changing to a fixed mount and/or altering camera mounts and orientations (i.e. reducing aerodynamic drag) may help to solve such issues. This approach was needed whilst working in constant wind speeds of 10 ms\(^{-1}\) on Ascension Island.

Conducting flight operations during low wind conditions will help to mitigate both of these issues, but workflows for data analysis may need to address variable data quality. Software tools such as PixelPeeper (https://pixelpeeper.com/) allow for the screening of data, aiding in the removal of images that are likely to introduce error further into the processing workflow (e.g. blurry photographs).

4.6 Batteries

Most lightweight drone systems used for environmental research are powered by lithium polymer (LiPo) batteries, which represent one of the most troublesome
and potentially hazardous components of drone operations (Salameh and Kim, 2009; Scrosati et al., 2001). The overriding issue here is that LiPo’s represent a significant fire risk, particularly if they are (i) over-(dis)charged, (ii) (dis)charged too rapidly, or (iii) the physical integrity of the cells is compromised. Because of this fire risk, the transportation of LiPos is strictly regulated. For transport by air, the International Civil Aviation Organization (ICAO) determines these regulations, and many state jurisdictions impose additional controls on the transportation of LiPos under dangerous goods regulations (e.g. Canada). ICAO currently prohibits the transport of Lithium ion batteries as cargo on passenger aircraft, although LiPos within passenger luggage are still permitted within strict limits. But these restrictions can preclude the transport of LiPos above a certain size (currently determined by watt hours (Wh) or lithium content), which can impede field deployments, particularly with larger drone systems.

LiPo batteries are a relatively expensive component in drone systems, and do have a finite lifespan (Salameh and Kim, 2009) and there is often a degree of reluctance by users towards replacing older, less effective LiPos. Older LiPos can pose a safety issue, particularly when undertaking endurance flight operations. Users are strongly encouraged to keep logs for individual batteries, to allow declining battery performance to be monitored; such recording is commonly also mandated by regulators. For safe storage and transport, we suggest that LiPos be (dis)charged to 50-60% and placed within individual fire-resistant bags. Damaged LiPos should never be transported and should be safely disposed of as soon as possible. We have used a lightbulb to assist in full discharge when operating in remote areas. To ensure the long life and stability of cells, they should be charged with a balance charger, and a maximum charge rate of 1C is
recommended (i.e. maximum charge rate of 5A for a 5000 mAh battery). LiPo efficacy is usually impeded when cell temperatures are below 0 °C (Salameh and Kim, 2009), and we have observed problems with sudden voltage drops in flight when using LiPos that have not been adequately warmed; ideally above approximately 10 °C prior to use. It is essential to plan for the charging requirements of LiPos, especially when travelling to remote places. For example, low voltage photovoltaic arrays may not be adequate to charge LiPos comprising of many cells.

4.7 Social and ethical considerations, challenges and mitigation

Until this point, we have considered some of the challenges relating to deploying drones in particular physical environments, and the equipment itself. However, it is important also to consider the social environment within which drones are deployed, and the associated challenges and opportunities, especially given ethical assessment increasingly required in scientific research. In some circumstances the use of drones can have positive influences on people, for example by empowering local people to monitor their resources more effectively (Paneque-Gálvez et al., 2014) or by fostering improved relationships with stakeholders through conversations around the drones themselves and associated visually attractive data products. However, there are several ways in which drones may cause real or perceived harm to people, which can in turn create difficulties for drone users. Here we first identify some of the possible social and ethical challenges that can exist, and then identify possible strategies to mitigate these challenges.

A range of potential social challenges associated with using drones are detailed
in Table 4.2, many of which have been identified previously (e.g. Boucher, 2015; Klauser and Pedrozo, 2015; Sandbrook, 2015). If not appropriately mitigated, these challenges can lead to conflict. Such conflicts could result in damage to equipment and/or undermine stakeholder relations, impacting or undermining the wider scientific or applied objectives of the work.
Table 4.2: Social concerns associated with using drones.

<table>
<thead>
<tr>
<th>Nature of social interaction</th>
<th>Description of social challenge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>In some circumstances drones could be dangerous for people on the ground, particularly if used in crowded places or at very low altitude. For this reason such usage is not legal without special permission from the national aviation authority in many jurisdictions</td>
</tr>
<tr>
<td>Disturbance</td>
<td>Drones can be noisy, potentially distracting or alarming for those who are not used to them. This could be dangerous (e.g. if people are operating machinery), annoying or upsetting (e.g. if they are wanting to enjoy the quiet of the natural environment).</td>
</tr>
<tr>
<td>Privacy</td>
<td>People may feel that drones are collecting data that violates their privacy, for example by taking photographs of them or their belongings (their home, their land, their trees, their pets etc.). This concern can occur even when no such data are being collected.</td>
</tr>
<tr>
<td>Fear</td>
<td>Drones can insight fear in people. This fear can be related to safety, disturbance, privacy or may just relate to a lack of familiarity with the technology. People may be afraid of drones because they associate the technology with military applications or intelligence gathering</td>
</tr>
<tr>
<td>Data access and usage</td>
<td>People may request or feel that they should be given access to the data collected, because it relates to them personally (e.g. images in which they feature) or regarding environmental features that were surveyed by the drones (e.g. locations of animals). They may worry that drones are being used to collect data that will be used against their interests, such as the creation of a National Park.</td>
</tr>
</tbody>
</table>
We now provide suggestions to help mitigate the potential social challenges identified in Table 4.2, based on a combination of reviewed literature, the experience of the authors, and common sense.

First, it is essential to recognise that social problems might occur. A recent review of the published literature on the use of drones for conservation and ecology found a remarkable lack of engagement with these issues (Sandbrook, 2015), although in our own experience most drone users do recognise their importance. Second, as discussed earlier, it is essential to comply with local regulations. In most jurisdictions, there will be rules regarding flying drones in proximity to people and the collection of data and these must always be obeyed.

Third, when data on humans (including their land or property) are to be collected, projects should go through a human ethics review process. Such processes are designed to identify potential problems and help researchers develop mitigation strategies. For example, it may be appropriate (or mandated by law) to seek consent from key stakeholders before collecting data relating to them. It may also be necessary to think in advance about how human data will be stored and shared (e.g. will images showing illegal behaviour be shared with law enforcement authorities? What action would you take if somebody demands to
see any data relating to them?). In many cases ethical reviews are already required for drone research, and we encourage universal adoption of this practice.

Finally, ensuring good communication with stakeholders is essential. In many cases problems can be avoided by explaining how and why drones are being used to key stakeholders in advance. Indeed, in our experience drones (and the conversations they prompt) can underpin new opportunities for engagement and outreach, allowing for greater dissemination of scientific understanding and research findings.

4.8 Conclusions

The pace of development of both the technological and regulatory sides of drone operations makes it difficult to be overly prescriptive about how to successfully undertake drone operations. The peer-reviewed literature often fails to capture the finer details of methodology such as how to prepare for and overcome issues that affect safety or data capture. Scientists should not underestimate the wealth of knowledge available in the ‘grey literature’ and from on-line forums: although these ‘hobbyist’ sites can be easily regarded as being separate to scientific operations, they have provided us with great insight when pioneering new drone deployments in challenging places (we credit the helpful community that reside in DIYdrones.com with much that we have learned). Here, we have provided practical advice aimed at increasing the success of any environmental scientist, ecologist or conservation practitioner wishing to use drones for research purposes, especially in more challenging environmental settings. We believe careful consideration of the issues raised herein will promote the success of
drone-based research applications both with regards to data collection and the social perceptions of such research.
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5.1 Abstract

In 1903, W. H. Dines first proposed kites as platforms from which scientific measurements could be captured. This early paper was focused on collection of atmospheric measurements but later on, kites were used widely as platforms for aerial photography – a memorable example is the aerial survey of San Francisco captured from a kite platform after the 1906 earthquake. In this paper, we begin by providing a brief overview of this early scientific and remote sensing work from kite platforms. We then discuss the resurgence of kite use within modern geography and environmental science research using examples from published work in the past 20 years. We discuss how the use of kites in these disciplines has expanded in recent years, with a renewed focus on collection of proximal remote sensing data. Also, we present a variety of contemporary examples of kite-based sensing (including basic mapping, ecological survey, population counts and humanitarian mapping) and discuss the merits of kites compared to drone-based platforms which have captured much of the public and scientific attention as proximal sensing platforms in recent times. The beauty of kite based proximal sensing lies in the simplicity and low-cost nature of data capture, as highlighted by Dines’ 1903 paper. This simplicity supported by the wide array of
modern complex data processing capabilities means that kites are now in a position to deliver fine-grained spatial data to the modern geographer. Furthermore, in today's world, there are many situations where kites can fly freely, but drones cannot.

5.2 Introduction

In 1903, (Dines, 1903) provided one of the first scientific papers explaining the methodological framework that could be employed to turn simple long-line kites into platforms for collection of scientific data. The major focus of Dines' work was empirical measurement of atmospheric conditions. The ‘rhombus’ kites (Figure 5.1) he described using were launched from the deck of a small tug boat and were capable of “reaching 1500 feet elevation”, with a potential for attaining elevations of “5000 feet” with a “sufficient relative motion” of the boat and favourable winds. His work showed the impact of pressure-driven weather systems on local temperatures, where he commented that “upper air in the neighbourhood of a cyclone is relatively warm” and that “cyclones are convectional effects” with varying conditions over water and land. Around the same time, others were experimenting with kites as platforms for other types of environmental measurement. The most notable was George Lawrence in 1906 who famously used a stack of conyne (a modified form of box kite) kites to capture aerial images of San Francisco in the immediate aftermath of the devastating earthquake. This was a technique he had pioneered in the years before, where his Chicago-based company coined the slogan, “The Hitherto Impossible in Photography is Our Specialty”. Piloted aviation was still in its infancy at this time, and air ships were expensive and cumbersome. In response to this, George Lawrence devised and patented an ingenious system that he named “the captive
airship” of multiple kites and wires that could lift a 46-pound panoramic camera 2000 feet into the air. Lawrence launched the kite stack half a mile above the city and then “tripped the shutter with an electrical impulse generated by an old style telephone magneto” (Arrowsmith, 2002). The image of the city was then exposed onto a “22 by 55 inch negative” (Arrowsmith, 2002).
Both of these early studies, although vastly different in their complexity, showed that within the realm of science and engineering the spirit of self-service data capture was alive and well at the start of the 20th century. Dines (1903) stated that “kite flying is an art of which we were then without previous experience”. The simplicity of the technique was highlighted by Dines’ (1903) study in which he stated that, “no difficulty was experienced” when operating the equipment and capturing atmospheric data from the kite platform.

With a long hiatus in their documented use within scientific literature, the past couple of decades have seen a renaissance of kite flying for scientific data capture (Aber and Gałązka, 2000). The atmospheric and meteorological science area initially explored by (Dines, 1903) has had little traction with kite platforms since this early work. This scientific community has adopted balloons instead of
kites as a more robust platform for empirical measurements because they can aid data capture at higher elevations (this opportunity was in fact highlighted by Dines (1906) in a later paper published in Nature. There are relatively few contemporary examples of meteorological studies using kites. A review of meteorological research throughout the 20th century is provided by Balsley et al. (1998), detailing early work and more recent research investigating electric fields, temperature, ozone and humidity.

In recent times, research in physical geography has particularly benefited from kite-based optical remote sensing, and the rest of this manuscript will explain the reasons for that renaissance and justify the utility of kites as scientific tools supporting environmental research. We will also compare kites to their powered counterparts (lightweight drones) which are widely hailed as modern self-service platforms for data capture across the geosciences and ecology, and we will provide a balanced view of kites against drones as alternative platforms. This manuscript will also visit a range of scientific and non-scientific applications of kite based proximal sensing to demonstrate the progression and renaissance of this method for field survey.

5.3 A renaissance in proximal remote sensing

5.3.1 The need for fine-grained data

Recent years have seen an upsurge in the application of proximal remote sensing from a range of platforms including, but not limited to, kites. This has been driven by the recognition of the need for fine-grained and responsive data in both time and space, and the need to bridge the gap in scale between in situ measurements and those collected by coarser resolution satellite sensors. For example, in soil
erosion studies D’Oleire-Oltmanns et al. (2012) argues that proximal sensing allows for the monitoring of processes at the “speed of change within a landscape”. Barrell and Grant (2015) writing recently on intertidal habitats state that “while the spatial resolution of satellite and aerial photography has improved it remains insufficient for detecting fine-scale structure”. Fine-grained data from proximal platforms can certainly provide sub-decimeter resolution models for addressing science questions in diverse fields including ecology (Dandois et al., 2015), forestry (Chianucci et al., 2016), geomorphology (Eltner et al., 2015; Westoby et al., 2012), archaeology (Verhoeven, 2009) and environmental management (Torres-Sánchez et al., 2013).

5.3.2 Drones, blimps and balloons

With a wide variety of papers documenting their use in supporting geographical, ecological and geoscience research there is no doubt that lightweight drones (sometimes called unmanned aerial vehicles) appear to be the most disruptive technological advancement in this field of proximal sensing (Anderson and Gaston, 2013; Jones et al., 2006; Woodget et al., 2015). The opportunity to obtain fine spatial and temporal resolution data, along with user controlled revisit times has made drones a popular self-service research platform. They come in a variety of shapes and sizes, catering for differing types of ‘mission’ but despite the long list of advantages that they bring to scientific data collection, they are not without their operational limitations. Firstly, drones are complex to operate and maintain, requiring a skilled pilot for safe and successful operation. In short, it is unlikely one can successfully operate a drone platform without first investing significant amounts of time. Secondly, drone costs can be prohibitive: although most lightweight drones fall into a “low-cost” bracket (Koh and Wich, 2012), they
usually cost at least £1000 which may be out of reach for those with limited budgets. Thirdly, flights of drones are heavily controlled and regulated in most countries of the world, with drone use in some settings illegal (e.g. in urbanised zones in the UK drone flights are illegal without first obtaining special permission from the civil aviation authority). Fourthly, battery technology somewhat limits the use of drones for particular types of scientific data capture with typical flight times from lightweight multirotors being between 8 and 20 minutes per flight. For surveying larger sites, this can be limiting, requiring pilots to take-off and land multiple times to achieve good spatial coverage. Finally, small lightweight drones struggle to operate consistently in high winds which make surveying in some situations problematic. With these limitations in mind it is therefore important to recognise the alternatives to drone platforms which in some situations can offer significant advantages for proximal sensing. Options include balloons, blimps and kites. Balloons and helium blimps have been employed as remote sensing platforms, offering low altitude perspectives of vegetation (Bar Massada et al., 2008; Jiao and Zhou, 2014; Miyamoto et al., 2004) and shorelines (Eulie et al., 2013). These offer a low cost self-service data collection platform, but they require a source of fuel in the form of helium which is costly. Blimps have allowed for greater coverage than balloons or kites, but they are often complex and require a team of people to operate them safely (Ries and Marzolff, 2003). Like balloons, the logistics of inflation with helium at sites with restricted access is a major limitation, only making them suitable in particular situations (Guichard et al., 2000). In comparison, kites have a variety of operational and cost advantages over drones, blimps and balloons and resultantly there are a wide variety of reasons why their use has expanded in geographical and environmental research in recent times.
5.3.3 Kites as an alternative

The aforementioned issues posed by drone technology and gas-filled platforms such as balloons and blimps are largely absent or less pronounced with kites. Firstly, operational complexity is lower, with launch and landing procedures simplified and the tethered nature of the equipment making it easy and safe to operate. A natural fuel source in the wind means safety issues with batteries or helium fuel are also avoided. Maintenance is often minimal, with robust materials such as nylon popular choices for kite foil material. Kites are easy and cheap to repair, and often adaptable allowing for flexibility in the range of materials that can be used. Secondly, kites are low-cost pieces of equipment. For example a full operational kite kit including a camera is estimated by Delord et al (2015) to cost ~£600. Our own research utilises a fixed line kite (Kite Aerial Photography (KAP) HQ 1.6 m Foil) fitted with a ruggedized Global Positioning System (GPS)-enabled camera, costing much less (~£350). Although prices are in constant flux, for comparison, a fully operational drone platform and associated equipment and training can cost up to ~£30,000 (Woodget et al., 2015).

The issue of legality is where kites greatly excel in comparison with drones. Safety is far less of an issue due to the absence of an autonomous component. Concerns around privacy are still present if cameras are being used, but one is more likely to permissively fly a kite due to the traceability of the equipment and fewer associated safety concerns. In today’s world, there are many situations in which kites can fly, but drones cannot. Battery life limitations that regularly affect drones do not hinder kite based operations. Apart from those required for sensors on board the platform (i.e. in a camera), the natural source of wind allows for unconstrained data capture. Kite design has also developed to allow for flight in
the most minimal wind conditions (e.g. large foil-based single line kites with wing areas of 8-12 m² (such as those manufactured by HQ) can allow take off in winds as low as 3 mph).

5.3.4 The 21st century technology boom

We argue that the renaissance of kite based remote sensing is being fuelled in large, by a technology boom. Several technological developments in the past decades have joined forces to allow kite-based sensing to emerge and grow again. These parallel developments include: the miniaturisation of digital sensors (i.e. compact multispectral imaging systems (Shaw et al., 2012) and thermal imagers (Zarco-Tejada et al., 2012)), and software development (i.e. the Canon Hack Development Kit (CHDK)) which are providing new ways to collect data. Sensors are also vastly more affordable, with a digital infrared camera costing $10,000 in 2001 (Aber et al., 2001) and now more in the region of £220 (http://www.mapir.camera/). Increased coverage from global navigational satellite systems (i.e. GPS, Galileo, GLONASS (the Russian satellite navigation system)) and the inclusion of GPS capabilities in mobile phones and digital cameras also allows for more geographically meaningful observations to be captured from kites. On the ground, differential Global Navigation Satellite System (GNSS) with Real Time Kinematic (RTK) techniques can complement the capture of proximal remote sensing data with centimetre accurate measurements (Eulie et al., 2013; Puttock et al., 2015) for product validation or geospatial model derivation. Researchers are also offered a range of new ways to process the data captured from kite-based platforms. Computing power is readily obtainable at low costs, whether it be locally (e.g. desktop or laptop), remotely on the cloud (i.e. Amazon
Kite rig design can now be readily achieved with the aid of twenty first century technology. Techniques such as 3D printing allow for fully customisable rigs to be constructed to allow sensors to be hung from kite lines (e.g. in Figure 5.2 we demonstrate a bespoke picavet mount designed to house a Canon Powershot D30 camera (author’s own design)). Luckily the compact and lightweight nature of camera equipment and sensors today does not require the complexity of rigs used in early kite-based aerial photography. Pendulum and picavet mounts are the two most popular forms of camera mounting designs for kites and the internet has become a comprehensive source of tutorials on DIY designs (e.g. (Silver, 2013)) and ready created models to be printed with a 3D printer (e.g. (Fastie, 2014)).

Figure 5.2: Custom-designed lightweight picavet mount for Canon Powershot D30. Model constructed in OpenSCAD (http://www.openscad.org/) and available to download from Thingiverse (http://www.thingiverse.com/thing:1372969).
There is a high-tech revolution underway in kite-based aerial photography, and a prime example is the intelligent kite aerial photography platform (iKAPP) platform which provides a comprehensive example of how robotics, on-board micro-processors and imaging capabilities can be combined into a sophisticated surveying platform (Murray et al., 2007). Additions of a real time data link via an on-board computer and functions to automate the coverage of a site are a true demonstration of the fusion between the humble kite similar to that used by Dines and 21st century technology. One step further than iKAPP is the AUTOKITE, a hybrid model plane, with autopilot and kite components attached (McGarey and Saripalli, 2014). The designers of this system claim greater flight times, lower required pilot experience, lower costs and more wind tolerance than multirotor drones. However, the incorporation of a lithium battery and loss of the tethered component bring into question its labelling as a true kite platform.

5.4 Kites as platforms for proximal sensing in physical geography

Over 100 years after Dines' original publication there is a range of new work emerging that shows how kites continue to evolve as platforms for data capture in physical geography. The following sections will discuss the variety of applications where kites have been used to capture fine-scale data describing environmental or geographical phenomena.

5.4.1 Basic mapping

Kites serve as an ideal tool for basic mapping purposes. The nadir view provided from the kite perspective has proven useful for describing the location of ice-wedge polygons in Alaska (Boike and Yoshikawa, 2003). Further geomorphological study has been conducted on sand dunes (Lorenz and
Scheidt, 2014) and surface features relevant to Quaternary studies (Aber and Gałązka, 2000). Kites have been used successfully to obtain aerial data over coastal or coral reef environments (Currier, 2015; Scoffin, 1982). Indeed, coastal environments are often difficult places in which to fly drones owing to complex wind conditions, and yet these environments are perfect for kite flying, with more consistent wind conditions allowing for good kite survey opportunities. Figure 5.3A shows the author flying a 1.6m HQ KAP kite over a seagrass habitat in Greece alongside a resultant aerial image (Figure 5.3B) captured from a Canon Powershot D30 camera tethered below the kite using a 3D printed rig similar to that shown in Figure 5.2. The image of the coastal habitat was captured from a flying height of ~20m. The conditions at this coastal site were too windy and unsafe to allow a drone to be flown, demonstrating the important complementary role of kite platforms in supporting fine-grained data capture.

Archaeology is one of the areas where there is more long-term evidence of their use as surveying tools. The literature contains three decades of evidence of kite use for local scale surveys with the main focus being mapping and site documentation (Verhoeven, 2009). Perhaps the reason for kite use being more prominent in this field is that archaeological sites tend to be contained within relatively small geographical areas and kites are therefore an ideal tool to capture the required aerial data in an easy low-cost and safe manner.
Figure 5.3: Author (JPD) flying 1.6 m HQ KAP single-line kite over seagrass meadows in northern Greece (A) and resulting aerial photograph (B).

5.4.2 3D landscape reconstruction

Photogrammetry and more specifically Structure from Motion (SfM) has become an increasingly prominent data processing technique within physical geography (Smith et al., 2015). Its roots are in computer vision and ultimately it allows for 3D reconstruction of a scene using unordered 2D images (Dandois and Ellis, 2013; Westoby et al., 2012). There are many platforms from which to collect 2D photographs to be used in a SfM workflow, including balloons, gyrocopters, drones and kites (Smith et al., 2015). One key requirement of data collected for SfM processing is the acquisition of photographs with overlapping, multiple viewpoints of the same scene or object of interest. From kites, this can be achieved relatively easily with the ability to move the kite slowly over complex
features allowing for optimal photographic overlap, or by variations in camera orientation provided by natural movement of the kite, or by more intelligently designed camera rigs (i.e. radio controlled camera mount) (Marzolff and Poesen, 2009; Smith et al., 2009). In typically poorly surveyed environments such as mountainous landscapes, kites provide a simple lightweight solution for proximal data capture, and in places where power supplies are limited kites are the perfect low-tech platform for aerial photography. For example (Wundram and Löffler, 2008) working in a remote region in the Norwegian mountains, used a 4MP camera attached to a kite to generate a 0.25m digital elevation model of an alpine mountain landscape.

An interesting example where kite-based mapping procedures were used to great effect was in a study of an Australian intertidal rocky shore (Bryson et al., 2013). The work in this study followed a low-cost theme throughout, with consumer grade digital cameras, a small number of ground control points and a consumer grade handheld GPS device for validation. With great attention to detail in the design of the study, multispectral terrain models with sub-centimeter resolution were created, describing elevation, slope, aspect and land cover type. This work is a prime example of how kite-based mapping can generate fine-spatial resolution proximal sensing data of the natural environment.

5.4.3 Ecology and agriculture

Population counting of bird colonies has been demonstrated as a suitable application for kites in ecological research. Adélie Penguin (Pygoscelis adeliae) colonies have been surveyed with longline kites, with logistical complexities and cost savings cited as the key reasons for the choice of remote sensing platform.
(Fraser et al., 1999). A similar method but with improved camera technology has been employed over Guanay Cormorant (*Phalacrocorax bougainvillii*), Macaroni penguin (*Eudyptes chrysocome*) and King penguin (*Aptedonytes patagonicus*) colonies (Delord et al., 2015). The resulting images were mosaicked and contained estimated counts of up to 140,000 breeding pairs. Presumably, kites offer a lower risk option than drones in these settings, being quieter and with reduced risk of animal disturbance (Vas et al., 2015).

In agricultural settings where fine-grained information on crop health, soil condition and water availability are critical determinants of yield, there are great opportunities and proven capabilities for kite platforms. Kites have been used as a feasible platform from which to monitor growth rates over bean and banana plantations (Oberthür et al., 2007). The calculation of above ground biomass of desert vegetation has also been tested with some success in China (Siebert et al., 2004). Although this work was conducted to track degradation of the environment, the principles of biomass estimation could also be useful for commercial purposes.

### 5.4.4 Democratic mapping and teaching

Outside the realm of scientific research, it is also our view that kites will play a critical future role in democratic mapping and teaching based activities. The minimal required training, robustness of the equipment and safety of operation have made kites a welcome addition to practical field study in higher education (Sander, 2014). With kites being ubiquitous in most regions of the world, there is a great opportunity to see these, as combined with basic sensor technologies (i.e. cameras in widely available mobile phone devices) as tools for democratic
mapping. This has been tested with drones in the city of Lima (http://remaplima.blogspot.co.uk/) but in our view, the basic simplicity of kite flying offers an even more accessible toolkit for communities across the world to engage with new self-service mapping in an affordable fashion. This leads to the role of fine-grained spatial data in assisting with humanitarian work, and the potential role of kites in making this more accessible. For example kites have been used to assess the magnitude of a humanitarian emergency in Chad (Sklaver et al., 2006). The position of infrastructure features such as latrines and counts of the number of people in a refugee camp were obtained from aerial photographs. This study demonstrates that the choice of a kite is ideal in environments with no/limited fuel, where alternative proximal platforms such as drones or balloons are unviable. The flexibility of the parts and tethered nature also makes it a safer option for obtaining aerial photographs in what is described as a crowded environment (Sklaver et al., 2006). The aforementioned technology boom has also brought with it innovative and accessible ways to share data and software for analysis purposes. Open aerial map (https://github.com/hotosm/OpenAerialMap) is one such example, where tools are provided to aid in the sharing of aerial data for use in disaster relief situations.

5.5 Conclusions

The renaissance in kite based proximal sensing has its foundations in the amateur world, with much scientific work citing public open-source publications such as the ‘Areal Eye’ as a source of information of kite and rig design (e.g. (Wundram and Löffler, 2008)). Whether in paper format, or more recently online, resources such as Public Lab (https://publiclab.org/wiki/kite-mapping) and the Drachen Foundation (http://www.drachen.org/learn/kite-basics) are a key source
of information for design and operation of kite platforms. This is very much a grassroots movement enabling users to collect data (often in a participatory fashion) when they want and where they want. With the increase in available technology, kites can continue to be successful and reliable proximal remote sensing platforms, playing an important role in validating complimentary datasets such as satellite observation data (Thayn, 2012).

The kite was part of one of the earliest proximal sensing scientific studies and is set to be a key part of the modern geographer’s toolkit. The low-tech, and often open source nature of the equipment involved offers a complementary and in some cases, better platform for proximal remote sensing than a drone. In an age where drones are in the news every week, let’s not forget the humble yet viable alternative that is the kite.
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6.1 Abstract

Coastal dunes are globally-distributed dynamic ecosystems that occur at the land-sea interface. They are sensitive to disturbance both from natural forces and anthropogenic stressors, and therefore require regular monitoring to track changes in their form and function ultimately informing management decisions. Existing techniques employing satellite or airborne data lack the temporal or spatial resolution to resolve fine-scale changes in these environments, both temporally and spatially whilst fine-scale in-situ monitoring (e.g., terrestrial laser scanning) can be costly and is therefore confined to relatively small areas. The rise of proximal sensing-based Structure-from-Motion Multi-View Stereo (SfM-MVS) photogrammetric techniques for land surface surveying offers an
alternative, scale-appropriate method for spatially distributed surveying of dune systems. Here we present the results of an inter- and intra-annual experiment which utilised a low-cost and highly portable kite aerial photography (KAP) and SfM-MVS workflow to track sub-decimetre spatial scale changes in dune morphology over timescales of between 3 and 12 months. We also compare KAP and drone surveys undertaken at near-coincident times of the same dune system to test the KAP reproducibility. Using a Monte Carlo based change detection approach (Multiscale Model to Model Cloud Comparison (M3C2)) which quantifies and accounts for survey uncertainty, we show that the KAP-based survey technique, whilst exhibiting higher x,y,z uncertainties than the equivalent drone methodology, is capable of delivering data describing dune system topographical change. Significant change (according to M3C2); both positive (accretion) and negative (erosion) was detected across 3, 6- and 12-month timescales with the majority of change detected below 500 mm. Significant topographic changes as small as ~20 mm were detected between surveys. We demonstrate that portable, low-cost consumer-grade KAP survey techniques, which have been employed for decades for hobbyist aerial photography, can now deliver science-grade data, and we argue that kites are well-suited to coastal survey where winds and sediment might otherwise impede surveys by other proximal sensing platforms, such as drones.

6.2 Introduction

Sand dune ecosystems are globally distributed (Barbier et al., 2011), covering approximately 34% of the world’s ice-free coastlines (Hardisty, 1994), and they form on many types of shores and under a variety of climatic conditions (Hesp, 2002). They deliver critical ecosystem services such as coastal protection (Sigren
et al., 2018) as well as providing environmental heterogeneity which promotes ecological diversity (Acosta et al., 2009). Other services include nutrient cycling, well-being and recreation, and mineral extraction (Everard et al., 2010). Whilst these services are beneficial to human populations at the coast and beyond, coastal sand dune environments face pressures. The threats to sandy beach ecosystems and their associated dunes are wide ranging from local to global in scale (De Feo et al., 2009). Dune systems worldwide are under threat from increased storm damage and human interference such as pollution, and human disturbance (e.g. off-road vehicles and trampling (Brown and McLachlan, 2002; Santoro et al., 2012)). There is a pressing need to monitor these sensitive environments in order to inform management decisions for preserving their integrity and averting irreversible damage (Lemauviel and Rozé, 2003).

A wide range of scientific work has used field, laboratory and spatial modelling approaches to understand the fine-scale dynamics of sand dune systems, and to identify which physical processes shape them (e.g. 2D profiles to understand how sediment budgets influence foredune structure (Davidson-Arnott et al., 2018)). Numerical modelling approaches incorporating wave dynamics have also been utilised to understand the response of coastal dunes to environmental change such as storm events and hurricanes (Roelvink et al., 2009). Monitoring of dune condition is critical to ensure the provision of the services they provide, to complement understanding of the natural processes shaping coastal dunes. The task of monitoring can be greatly aided by data from remote sensing systems. To date, a variety of both remote and proximal sensing techniques have been used to answer questions about dune morphology, dynamics and change, and for the management of dune systems. For example, terrestrial laser scanning (TLS) has
proven useful for quantifying coastal dune morphology (Feagin et al., 2014), and repeat TLS has been used successfully to monitor the evolution of erosion features such as dune blowouts (Smith et al., 2017). TLS has also been deployed to track erosion and predict overtopping of anthropogenic berms on the coast (Schubert et al., 2015). Despite the very high precision (<10 mm) and fine spatial resolution (~7 mm at 50 m range; (Buckley et al., 2008)) data that TLS systems can provide, the equipment is expensive, complex and time consuming to operate (Westoby et al., 2012). The spatial extent over which it can be employed is also limited as positioning of the equipment has to be carefully considered to avoid gaps in the data collected, and the most beneficial positions for the equipment may not always be accessible (Buckley et al., 2008). From commercial satellite systems, relatively fine spatial (0.61 m panchromatic) resolution data such as those delivered by Quickbird, we argue, are poorly suited for cost-effective monitoring of dynamic systems such as those found in coastal environments. This is because dune systems are highly dynamic and repeat surveys are often required to gain understanding of the processes at work in the coastal zone, necessitating the purchase of multiple data sets, which can become very costly, sometimes, prohibitively so for long-term monitoring programs (Westoby et al., 2018; Zhang and Kovacs, 2012). Furthermore, despite their fine spatial resolution, issues such as mixed pixels can still arise in dune environments due to a high degree of habitat heterogeneity and mixtures of vegetation and sand (Hugenholtz et al., 2012). Alternatives to Quickbird include data provided by the Landsat and Sentinel 2 sensors for which global median revisit times are approximately 3 days (Li and Roy, 2017). However, their coarser spatial resolution (>10 m) are unsuitable for monitoring the heterogenous environments found at the land-sea boundary, where the mixing of terrestrial and marine realms
again can give rise to mixed pixels, ultimately reducing the success of delineating key landcover types. Aside from satellite platforms, data collected during airborne campaigns both with Light Detection and Ranging (LiDAR) and optical sensors have been utilised for coastal monitoring (Rader et al., 2018). For example, LiDAR data have been used to aid the estimation of shoreline slope and position over hundreds of kilometers of coastline (Stockdon et al., 2002), to conduct shoreline change analysis on centennial and intra-decadal scales (Burningham and French, 2017), and to complement ground based vegetation surveys to identify major habitat types to improve understanding of the relationship between dune structure and plant species occurrence (Bazzichetto et al., 2016). In combination with airborne multispectral data, LiDAR data have shown promise for classifying coastal habitats (Chust et al., 2008). However, high costs of piloted aerial surveys prohibit the commissioning of airborne campaigns for regular monitoring (Mumby et al., 1999), and are not feasible in countries where such survey resources are unavailable.

Proximal sensing from low-cost lightweight drone and kite platforms has seen a recent rapid uptake within the geosciences and biosciences for environmental monitoring purposes (Anderson and Gaston, 2013; Duffy and Anderson, 2016). Reasons for this include the low cost of the technology, ease of use, user-dictated surveys both in time and space and the ability to customise the payloads (e.g. sensors) that are attached to the platforms. In parallel, the increased availability of high performance computers and development of photogrammetry software means that Structure-from-Motion Multi-View Stereo (hereafter: SfM-MVS) techniques are now easily employable using images collected from consumer grade cameras (Cunliffe et al., 2016; Westoby et al., 2012). SfM-MVS has been
used to study geomorphological features such as glacially sculpted ridges (Westoby et al., 2012), estimate biomass in tropical forest environments (Ota et al., 2015) and create digital surface models of coastal dune environments (Mancini et al., 2013). Fine spatial resolution data (typically sub-centimeter) have been used to quantify the heterogeneity of seagrass meadows (Duffy et al., 2018), conduct coastal vulnerability assessments (Sturdivant et al., 2017), map mangroves (Otero et al., 2018) and quantify changes in vegetation within dune ecosystems (Madurapperuma et al., 2018; Nolet et al., 2018). Although these prior experiments have demonstrated the opportunities for this new approach to be adopted widely in coastal environments, drone operations specifically are not without their risks in these settings. First, coastal environments have a tendency to be windy and this makes both operating drones and capturing high quality data here more challenging (Duffy et al., 2018). Second, the presence of loose sediment such as sand particles poses a risk to mechanical drone parts such as motors, and parts of the on-board payloads (e.g. camera lenses). One alternative that mitigates some of these issues is kite aerial photography (KAP). The natural fuel source of the wind in coastal systems makes KAP a cost-effective and accessible method with which to collect proximal sensing data (Duffy and Anderson, 2016). Kites have been used for data capture in ecological studies, e.g. to monitor penguin population sizes (Fraser et al., 1999), for geomorphological applications such as the catchment scale gully detection (Feurer et al., 2018) and intertidal landscape mapping (Bryson et al., 2013), but there are no similar studies documenting the use of kites for sand-dune mapping and topographic change mapping over time.
The self-service nature of proximal sensing from KAP platforms facilitates data capture at high temporal resolution (i.e. possibility of multiple surveys in one day) and fine spatial resolution. Alongside, the emergence of high performance and affordable computing power allows for the analysis of SfM-MVS data outputs. Analysing the changes in the structure of features represented in such data (e.g. point clouds), whilst also taking account of data uncertainty, can now be achieved with the Multiscale Model to Model Cloud Comparison (M3C2) technique (Lague et al., 2013). This method improves on the difference of DEM (DoD) technique by incorporating 95% confidence intervals into change detection between the points in two clouds, also allowing for the detection of very small changes and indicating whether they are statistically significant. Building on this, the M3C2-Precision Mapping (M3C2-PM) technique has been developed; incorporating Monte Carlo creation of multiple point clouds to derive precision estimates for each point in the cloud (James et al., 2017b). This type of analysis can readily be applied to the outputs of SfM-MVS workflows. To our knowledge, the combination of KAP and SfM-MVS techniques involving multi-temporal surveys has not been undertaken to date using M3C2-PM methods. Neither has the method been demonstrated robustly for coastal monitoring over time. We address the following research questions to explore these knowledge gaps:

1) How do data from a KAP system processed with SfM-MVS methodology compare to the same data captured from a more stable drone system for sand-dune morphological assessment at a single point in time? Given existing work that allows robust estimates of spatial uncertainty to be obtained for SfM-MVS derived point clouds (e.g. M3C2-PM), we apply such methods to the
data produced from the drone survey and a single KAP survey to understand differences in the data produced.

2) To what extent can a KAP + SfM-MVS methodology capture fine spatial scale (sub-decimeter) changes in sand-dune morphology over time? Applying M3C2-PM analysis techniques, we aim to determine the extent to which significant changes can be detected in sand-dune morphology from multi-temporal KAP-SfM-MVS data products, focussing on three-, six- (intra-annual) and twelve-month (inter-annual) timescales.

3) Employing such methods, how do beach, dune fronts/foredunes, and footpaths change over time?

6.3 Materials and methods

6.3.1 Study system

The study system used for this proof-of-concept work was located within St Gothian Sands Local Nature Reserve (50.226, -5.392) on the north coast of Cornwall in south-west England (Figure 6.1). A stretch of foredunes measuring approximately 180 m in length was selected for data collection. Although now protected, the site was exploited for sand extraction until 2005 (Natural England, 2018). It is now a popular recreational site with dog walkers, and other beach goers throughout the year. The predominant wind direction at the site is westerly followed closely by southerly winds (Figure 6.2).
Figure 6.1: A) The location of St Ives bay and Gwithian Towans within the UK and Cornwall. B) The location of St Gothian Sands Local Nature Reserve. C) An aerial image (courtesy of Channel Coastal Observatory, https://www.channelcoast.org/) with the dune study system (area of interest) indicated by dashed line. D) The study system annotated with features of interest.
Figure 6.2: Wind profile characterising the study system using weather data from Camborne weather station (located approximately 5km east of St Gothian Sands nature reserve). Histogram displays average hourly wind speed (grouped by week) throughout the study period, and wind roses indicate average hourly wind speed and direction during the periods between pairs of the six KAP and drone surveys used in analysis (indicated by number labels). Weather data obtained from Met Office DataPoint Service (https://www.metoffice.gov.uk/datapoint; contains public sector information licensed under the Open Government Licence).
6.3.2 Data capture

KAP was used to collect aerial images of the site. Two variants of the same kite were used, depending on weather conditions, but both were single line foil systems (HQ KAP Foil 1.6 m$^2$ and HQ KAP Foil 5.0 m$^2$) that are renowned for providing stable aerial platforms. The 5.0 m$^2$ model was suitable for lower wind conditions (1.79-8.94 m s$^{-1}$), whilst the 1.6 m$^2$ model was suitable for higher wind conditions (3.13-13.86 m s$^{-1}$), which were more typical at the site. A custom 3D printed picavet mount (created by author JPD: https://www.thingiverse.com/thing:1372969) was used to carry a ruggedized, waterproof and dustproof Canon D30 compact digital camera with a 5-20 mm focal length lens and 12.1 effective megapixel sensor (Figure 10.3). Picavet refers to a system of cords and/or pulleys designed to keep a platform stable. The camera also has an internal GPS sensor, recording positional information and storing it as metadata on each image captured. The Canon Hacking Development Kit (CHDK; (CHDK Development Team, 2018)) was loaded onto the SD card inside the camera to allow for manual control of settings such as shutter speed, aperture, ISO and the time interval between consecutive image capture. The majority of surveys were conducted before 13.00 (GMT), but exact times varied depending on light availability and wind conditions at different times of year (Table 1). Wind conditions dictated the altitude of the kite, and sufficient line was deployed until the platform was deemed stable to commence surveying: typically this was between 20 m and 40 m of line, but the angle between the kite and the ground varied during and between surveys due to temporally variant wind speeds, resulting in variations in spatial resolution both within and between surveys. The variation in sensor altitude was calculated as part of the SfM-MVS
workflow. Six surveys were conducted between 30/03/2016 and 12/01/2018, to capture potential structural change at 3, 6 (intra-annual) and 12 month (inter-annual) periods (Table 6.1).

To deliver an independent dataset for comparison to the KAP-SfM-MVS data, a single additional survey was undertaken using a 3DR Solo lightweight multirotor drone on the same date as survey 6 (Table 6.1) over a small sub-area of the dune study system, specifically to answer research question 1 (Figure 10.4). This type of drone has been previously used to collect high quality remote sensing observations of coastal seagrass environments (Duffy et al., 2018). A short ~4-minute flight with a fixed altitude of 40 m and speed of ~3 ms\(^{-1}\) was undertaken ~30 minutes after survey 6 (Table 6.1). Resulting data allowed for the direct comparison of point clouds constructed with images from the kite platform to those from the drone platform. The same sensor and setup (Cannon D30 with CHDK) was used with the multirotor drone as was used with the KAP methodology, with identical camera settings.

To provide independent ground control for spatial constraint of the SfM-MVS model (James et al., 2017a), 14 black and white chequered 300 mm × 300 mm plastic ground control points (GCPs) were distributed across the area of interest (except for survey 1, where 14 were deployed but only 12 successfully measured due to technical issues with field equipment). A laminated card with a letter (a unique identifier, e.g. “A”) and a notice to ask beachgoers not to interfere with the target was placed alongside. The position of these GCPs was measured both with a handheld GPS device (Garmin GPSMap 64) and using a Leica GS-08 differential Global Navigation Satellite System (D-GNSS). The D-GNSS system uses a base and rover to deliver a differentially corrected geospatial location.
dataset with approximately 10 mm accuracy in \( x, y, z \) dimensions. Geospatial data collected with these two devices were recorded in the British National Grid projection (EPSG:27700). A cross was etched into on a concrete platform within the dunes, marking a single point to be used throughout the study period, and used as the base location for each repeat survey (easting = 158199.7 m, northing = 41825.74 m, altitude = 6.34 m). Ground-based photos were also taken of this point and its surroundings to aid in its relocation at the beginning of each survey. To minimise the distribution of error across the dataset, GCPs were placed in approximately the same positions according to their position from survey 1, using the handheld GPS as a guide to locate these positions during each revisit to the site. The data collection, processing and analysis workflow can be seen in Figure 6.3.

Weather data were obtained from the Met Office DataPoint Service (https://www.metoffice.gov.uk/datapoint which provides public sector information licensed under the Open Government Licence). The nearest Met Office weather station to the study site with hourly recordings of weather conditions including wind speed and direction was Camborne in Cornwall (latitude: 50.218, longitude: -5.327), which is approximately 4.7 km ESE from the study system (Figure 6.1B). This data assisted in characterising the general wind conditions within the study system and between survey dates (Figure 6.2).
Figure 6.3: Data collection, processing and analysis workflow for KAP and drone surveys.
Table 6.1: Details of each KAP and drone survey undertaken and associated wind conditions. Times (in GMT) are estimations based on the first and last photos that are deemed useable in the photogrammetry workflow. Wind data from Camborne weather station (located approximately 4.7 km ESE from the study system). Weather data obtained from Met Office DataPoint Service (https://www.metoffice.gov.uk/datapoint; contains public sector information licensed under the Open Government Licence).

<table>
<thead>
<tr>
<th>Survey ID</th>
<th>Date</th>
<th>Survey Duration (GMT)</th>
<th>Platform</th>
<th>Predominant Wind Direction</th>
<th>Wind speed range (m s(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30/03/2016</td>
<td>10:45-11:35</td>
<td>KAP HQ 1.6</td>
<td>WNW</td>
<td>3.6-4.5</td>
</tr>
<tr>
<td>2</td>
<td>30/06/2016</td>
<td>08:05-11:50</td>
<td>KAP HQ 1.6</td>
<td>W</td>
<td>4-6.3</td>
</tr>
<tr>
<td>3</td>
<td>13/10/2016</td>
<td>10:25-11:00</td>
<td>KAP HQ 1.6</td>
<td>E</td>
<td>6.7</td>
</tr>
<tr>
<td>4</td>
<td>20/01/2017</td>
<td>13:50-14:20</td>
<td>KAP HQ 1.6</td>
<td>E</td>
<td>4-4.5</td>
</tr>
<tr>
<td>5</td>
<td>16/06/2017</td>
<td>07:45-08:35</td>
<td>KAP HQ 1.6</td>
<td>W</td>
<td>4.5-4.9</td>
</tr>
<tr>
<td>6</td>
<td>12/01/2018</td>
<td>10:30-12:00</td>
<td>KAP HQ 1.6 &amp; 5</td>
<td>S</td>
<td>5.8-7.2</td>
</tr>
<tr>
<td>7</td>
<td>12/01/2018</td>
<td>12:30-12:55</td>
<td>3DR Solo Quadcopter</td>
<td>S</td>
<td>7.2</td>
</tr>
</tbody>
</table>
6.3.3 Data processing

Sub-setting images

Images from each survey were manually filtered. First, those with visible blur, non-stationary objects (e.g. humans and dogs), and “low-altitude” images (e.g. captured during take-off and landing) were removed. A copy of all remaining images were imported to Photoscan and a ‘low-quality’ alignment procedure conducted. This process estimates a camera position in the x,y and z dimensions for each image. These positions were then tagged to the metadata of each image using the freely available exiftool software package (Harvey, 2018). Given the level of processing required in the SfM-MVS workflow and the number of images collected during each survey, 300 was chosen as a suitable number of images to include for photogrammetry processing. Using the spatstat package (Baddeley et al., 2015) in R 3.3.3 (R Core Team, 2017), a regular point pattern (n = 298, spacing between points ~7.70 m) was constructed within the bounds of the area of interest, and then a nearest neighbour procedure was conducted to find the closest image to each point. The nearest neighbour analysis was conducted iteratively, recording the identity of the image with the shortest Euclidean distance, removing the image and regular point from the selection and repeating. This resulted in a subset of 298 images for each survey. These subsets were then used as ‘raw data’ for the photogrammetric workflows (Figure 6.3).

Photogrammetry workflow

Point clouds and associated elevation models and orthomosaics were built using Agisoft Photoscan (v 1.3) (Agisoft LLC, 2017). Processing reports for each build can be found in the supplementary information. Using the subset of 298 images
from the sub-setting procedure as an index, the images containing metadata with positional information captured by the sensors internal GPS (original images) were assigned for the SfM-MVS workflow. Prior to processing, the latitude and longitude metadata values were converted from WGS84 (EPSG:4326) to British National Grid (EPSG:27700) format to match the co-ordinate system which was used for surveying ground control points with the D-GNSS. This conversion was undertaken in the statistical software R (version 3.3.3) (R Core Team, 2017), using the sp package (Pebezma et al., 2018) and image metadata were modified with exiftool (Harvey, 2018). Once initial alignment was undertaken, and a mesh constructed based on the sparse cloud, GCPs were located within the images and positional information from the D-GNSS attached. Further details on the full processing workflow in Photoscan can be found in section 10.3.1.

6.3.4 Analysis

To investigate morphological change between surveys, a modified M3C2 approach which incorporates precision estimates for the point clouds was used (James et al., 2017b; Lague et al., 2013). This technique is well-suited to multi-temporal KAP topographic change estimation, where variation in data capture between surveys requires consideration within the analysis. Precision estimates for each point in the sparse clouds were calculated with Monte Carlo iterative processing in Photoscan, utilising pseudo-random offsets applied to the image observations and control measurements on each iteration. Full details can be found in the supplementary information of (James et al., 2017b). Given that the clouds varied in size between surveys, the number of iterations in the process varied (restricted by computer memory availability), with the estimated maximum possible number rounded down to the nearest 100 (Table 10.1). The estimates
were then mapped (with a nearest neighbour approach) to the associated dense clouds and the M3C2-PM approach used to calculated changes in distance between pairs of clouds using the M3C2-PM plugin in CloudCompare (CloudCompare, 2017; James et al., 2017b). The M3C2 change detection was then conducted on the two clouds and their precision estimates, and a change cloud derived as a result for pairs of surveys. Within the change cloud, points that changed significantly in position were flagged to differentiate them from other points in the cloud. Change clouds were exported scaled down, reducing their density to approximately 0.5 m between points, so they could be analysed and rasterised for visualisation more effectively.

For the specific features (beach, foredunes, paths), polygons were manually constructed with guidance of the orthomosaics produced with images from surveys 4 and 6. The polygons were then used as masks to extract relevant parts of the dense cloud, and the M3C2-PM process was repeated in Cloud Compare as was applied for the full clouds. Change clouds were exported at the native resolution of the dense cloud of survey 4. From this, the proportions and distributions of the data were analysed in R (R Core Team, 2017).

6.4 Results

Using an SfM-MVS workflow (Figure 6.3), point cloud, DEM and orthomosaic products (Figure 10.5 & Figure 10.6) were produced for each of the six KAP surveys and one drone survey undertaken at the study site (Table 6.1). Figure 6.4 shows examples of these photogrammetry products for two of the six KAP surveys. A single transect was taken across the dune system to show elevational changes (derived from DEMs) across the six surveys (Figure 6.5). Changes in
elevation between surveys are generally in the decimeter range, and quantifying differences at this spatial scale is a suitable application of M3C2-PM (see section 2.4). The proceeding results sections describe analysis using this technique, rather than calculating differences between DEMs over time.
Figure 6.4: A) Orthomosaic constructed with data from survey 4 conducted on 20/01/2017. B) Digital Elevation Model (DEM) of survey 4. C) Screenshot of dense point cloud made with data from survey 4. D) Orthomosaic constructed with data from survey 6 conducted on 12/01/2017. E) DEM of survey 6. F) Screenshot of dense point cloud made with data from survey 6. Scale bar in A) also applied to B, D & E.
Figure 6.5: A) Orthomosaic constructed with data from survey 5 (conducted on 16/06/2017) overlaid with a transect. B) Elevation profiles of the transect constructed with data from DEMs of all 6 KAP surveys.

6.4.1 Drone versus KAP survey

Survey 6 with the KAP setup and the drone survey were undertaken on the same day and within one hour of each other. The drone flight covered part but not all of the area of interest (Figure 6.6A & Figure 10.4). The two surveys were compared to evaluate the relative uncertainties within both the drone and KAP methods, especially as the positioning of the sensor and resulting image overlap varied between the two (Figure 6.6B & C). In $x$, $y$ and $z$ dimensions, M3C2-PM precision estimations were smaller for the sparse dense cloud constructed with data from the drone survey compared to the KAP survey (Table 6.2). Mean precision
estimates were approximately 6 times greater for points in the KAP cloud in x and y dimensions (e.g. 31.3 mm and 29.5 mm respectively). For the z axis, mean precision estimations were almost 10 times greater in the KAP cloud at 87.9 mm (Table 6.2). DEMs created for the subset area used for this comparison show overall elevational range of 9.8 m, with sandy beach areas on the western edge and foredunes running approximately SW-NE (Figure 6.6D & E). The mean difference between the two DEMs was 30.7 mm, and the 5% and 95% quantiles were -41 mm and 177.3 mm respectively (Figure 6.6F). Beyond differences between DEMs, M3C2-PM was conducted using the dense clouds from each survey, to create a change point cloud (Figure 6.6G). Within this change cloud, 19% of points had significant differences, of these 89% were positive (showing greater elevation in the kite survey than the drone survey) and 11% negative (Figure 6.7). The distribution of significant change points was bi-modal, falling either side of 0 (no change; Figure 6.7), with a mean of 160 mm. The greatest differences between the point clouds derived from the KAP survey and drone survey were on stabilised and mostly vegetated parts of the dunes (Figure 6.6G), the positive differences greater (median: 128 mm; maximum: 313.6 mm) than negative differences (mean: -56 mm; maximum: -48 mm).
Figure 6.6: Comparisons between KAP survey 6 and the drone survey A) An orthomosaic created from images captured in KAP survey 6. B) Image overlap for the KAP survey (taken from Photoscan report). C) Image overlap for the drone survey (taken from Photoscan report). Black dots show estimated camera positions. D) Digital elevation model (DEM) for the KAP survey. E) DEM for the drone survey. F) A DEM of difference between the KAP and drone DEMs. G) Rasterised representation (spatial resolution of 0.1 m for display purposes) of significant results from M3C2-PM change analysis between point clouds created with data from KAP and drone surveys (overlaid on orthomosaic (at 50% transparency) from panel A). Non-significant change points are absent from G.
Figure 6.7: Distribution of M3C2 distances between the kite survey and drone survey. Main figure shows data cropped to 5% and 95% quantiles with inset histogram showing all data. Points falling outside the common area between surveys have been removed, as they cannot be used in M3C2 analysis. Point cloud exported at native resolution of drone derived point cloud. Light grey shows all points in the change cloud and darker grey indicates significant changes in distance. Dashed lines indicate the positive (128 mm) and negative (-56 mm) median values of significant changes.
Table 6.2: M3C2-PM derived precision estimations for the points contained in the KAP versus drone subset area of interest (Figure 10.4).

<table>
<thead>
<tr>
<th></th>
<th>Precision Estimates</th>
<th>Number of Points</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X (mm)</td>
<td>Y (mm)</td>
</tr>
<tr>
<td>KAP</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>3.9</td>
<td>3.8</td>
</tr>
<tr>
<td>Mean</td>
<td>31.3</td>
<td>29.5</td>
</tr>
<tr>
<td>Maximum</td>
<td>11505</td>
<td>8013.5</td>
</tr>
<tr>
<td>Drone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>3.5</td>
<td>3.6</td>
</tr>
<tr>
<td>Mean</td>
<td>4.9</td>
<td>5</td>
</tr>
<tr>
<td>Maximum</td>
<td>317.7</td>
<td>851.5</td>
</tr>
</tbody>
</table>
6.4.2 KAP Surveys

Considering all KAP surveys, the number of useable (e.g. non-blurry and without humans/animals) images collected in each survey varied from 374 (52\% of the total collected during survey 6) to 774 (64\% of the total collected during survey 2). Camera positions were calculated in Agisoft Photoscan, (rather than using the camera’s internal GPS unit) providing estimated x and y positions alongside the altitude at which each image was captured. The mean altitude was 36.9 m with 5\% and 95\% quartiles showing as 19 m and 56.8 m respectively (Figure 10.7).

The accuracy of the point clouds when compared to check points for validation varied between surveys. Four ground control points were withheld for validation in each survey dataset, to assist in understanding the total error in products produced by the SfM-MVS workflow (compared to the D-GNSS measurements). Root mean square error (RMSE) calculated across x, y and z dimensions for all check points for each survey show that error was higher in surveys 4 and 5 (39.7 and 44.0 mm) than the other four surveys (ranged 15.9 – 18.9 mm; Table 8.2).

The higher RMSE in survey 4’s check points was driven mainly by one point, especially in the z dimension (117.4 mm), whereas for survey 5, z dimension RMSE were higher for all points than seen in the other surveys (Table 8.2). Total RMSE calculated with error from all check points for all surveys was 19.7 mm in the horizontal (x/y), 39.4 mm in the vertical (z) and 27.9 across all (x/y/z) domains.

6.4.3 Intra-annual variation

Three pairs of surveys (1 & 2 (pair 1), 2 & 3 (pair 2) and 3 & 4 (pair 3)) were undertaken approximately 3 months apart (Table 6.1). In all 3 pairs of surveys, the majority of significant change across the dune system was positive
(accretion), indicating elevational gain in the survey undertaken at the later date of the 2 in a pair. For all 3 surveys, more of the significant change was positive than negative (Table 6.3). Whilst most of the change in pairs 1 and 2 was between 0-500 mm, 40% points in pair 3 showed negative change (erosion) of between 0-500 mm (Table 6.3). Significant changes in elevation between surveys 1 & 2 were distributed across the whole area of interest whereas they were more concentrated in results from surveys 2 & 3 (Figure 6.8). There was far less significant change in pair 3 compared to pairs 1 and 2, with most of it negative and situated in areas of foredune. The mean positive change for each of the 3 month comparisons was pair 1: 121.8 mm, pair 2: 218.3 mm and pair 3: 197.7 mm.

Three pairs of surveys (1 & 3 (pair 1), 4 & 5 (pair 2) and 5 & 6 (pair 3)) were undertaken approximately 6 months apart (Table 6.1). Significant gain in sand dune elevation (accretion) was seen in the M3C2 results for pair 1, both in foredune areas and further inland (Figure 6.8). For pair 2, the north-eastern and south-western sides of the area of interest were concentrated areas of significant reduction in elevation, generally between 0-500 mm. For pair 3, elevational changes were almost exclusively positive and seen across the whole area of interest (Figure 6.8). Most of this change (97% of significantly changed points) was between 0-500 mm (Table 6.3). The mean significant positive change for pair 1 and pair 3 was 199.8 mm and 229.1 mm respectively. The mean negative change (erosion; as these were more numerous than positive changes) in survey pair 2 was -178.1 mm.
Figure 6.8: Significant differences indicated by M3C2-PM comparisons between pairs of dense clouds. Changes were mostly between -2 and 2 m as indicated by the split colour ramps. Rasters were created from change clouds at a resolution of 0.75 m, with the mean of intersecting points in horizontal space assigned as the value in each cell, and cropped to the area of interest (Figure 6.1).
Table 6.3: Proportions of total number of significant points in M3C2-PM change rasters between pairs of surveys. Rasters were created from change clouds at a resolution of 0.75 m, with the mean of intersecting points in horizontal space assigned as the value in each cell.

<table>
<thead>
<tr>
<th>Change Period (months)</th>
<th>Survey Pair</th>
<th>M3C2 Distance (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>-7000 to -2000</td>
</tr>
<tr>
<td>3</td>
<td>1 &amp; 2</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>2 &amp; 3</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>3 &amp; 4</td>
<td>0.43</td>
</tr>
<tr>
<td>6</td>
<td>1 &amp; 3</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td>4 &amp; 5</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>5 &amp; 6</td>
<td>0.09</td>
</tr>
<tr>
<td>12</td>
<td>4 &amp; 6</td>
<td>0.12</td>
</tr>
</tbody>
</table>
6.4.4 Inter-annual variation

Surveys 4 and 6 were conducted in January of 2017 and 2018 respectively (Table 6.1) providing an opportunity to explore change over a period of 12 months. The majority of significant change in this period was positive (accretion), with nearly 74% of points in the change cloud in the 0-500 mm category (Table 6.3). Some negative change (erosion) was also detected, with approximately 20% of points showing elevation reduction of between 0 to -500 mm (Table 6.3). The majority of negative changes were on the seaward side of the area of interest, whereas positive changes were seen along the dune fronts and further back towards the more stabilised part of the ecosystem (Figure 6.8).

6.4.5 Change within specific features

In order to further understand how specific components of the dune ecosystem changed in topography of time, beach, foredune and path areas were investigated on an inter-annual timescale. Of the three chosen features, points in beach areas experienced the lowest proportion of significant change compared to the total number of points sampled (42%). The majority of points in foredune and path environments changed significantly over 12 months, with 72% in foredunes and 83% on paths (Figure 6.9). Within beach features, significant change was exclusively positive with a mean of 130 mm change (Figure 6.9). For foredunes, the distribution was bimodal (median positive = 254 mm, median negative = -75 mm), although the majority of change was still positive (Figure 6.9). Change on footpaths was also bimodal (median positive = 388 mm, negative = -164 mm), but the distances (amount of change) were much greater than the other two features, with a range of -290 mm to 980 mm (Figure 6.9).
Figure 6.9: Analysis of M3C2 change clouds for specific features within the study system. Change was calculated between surveys 4 and 6 (12 month timespan). Histograms show the distribution of all points (light grey) overlaid with the distribution of significant change points (dark grey) for each of the three features (beach, foredune, path) analysed.

6.5 Discussion

Here we have described the novel coupling of KAP for data capture with M3C2-PM analysis to track fine spatial scale changes in a coastal dune environment. We also provide a direct comparison of point clouds created with data from a lightweight multirotor drone and a KAP setup. The experimental design applied here, employing M3C2 analysis has allowed for consideration of repeatability (KAP versus drone) on the same date, assuming a consistent measurand, and between-date reproducibility to be quantified and taken into account (intra- and inter-annual KAP surveys). We argue that this is particularly important when the survey methodology (KAP) is likely to be affected by differing conditions at the time of each survey (wind, kite height, angular acquisition properties) such that consistent survey grid designs (as could be delivered from a drone or other aerial platform) are not guaranteed. In the subsequent sections, we discuss the major
findings of the experiment and place these in the broader context of coastal monitoring using KAP based proximal sensing.

6.5.1 Drone versus KAP survey

First, the assessment of the point cloud precision estimates (Table 6.2) showed that individual drone and KAP surveys captured on the same date exhibited precision estimates below 90 mm in all dimensions across both techniques. Precision estimates for the drone-derived point cloud were exceptionally small, and whilst the KAP precision estimates were greater they were still small at ~30 mm horizontally and 90 mm vertically. Even though the precision estimates of the KAP are higher (Table 6.2) the overall uncertainties are still small in magnitude. Comparing these results to one of the most commonly used methods for coastal topographic monitoring (airborne LiDAR), we have demonstrated that the KAP method can deliver orthomosaics with ~6 mm spatial resolution and point clouds with greater accuracy (x/y: 19.7 mm, z: 39.4 mm (see Table 10.2)). This exceeds the current typical capability of a the UK Environment Agency LiDAR system which generally have a spatial resolution of approximately 250 mm, and poorer z (150 mm) and x/y (400 mm) RMSE derived accuracy estimations (Environment Agency, 2016). Importantly, the level of precision shown in the KAP data is still suitable from a dune management point of view, where topographic change upwards of the decimeter scale is likely to be of interest.

Second, our results show that despite data collection at very similar periods of time (less than 60 minutes between flights), M3C2-PM analysis still highlighted topographical differences between the point clouds. On the more stabilised vegetated parts of the dune system, topography in the drone survey was more
elevated than data from the KAP survey. The predominant type of vegetation in this zone of the dune system is Marram grass, which is easily moved in windy conditions, most likely explaining differences seen in these areas. Negative differences between the drone and KAP point clouds (5% quantile -42 mm) were of a smaller magnitude than positive differences (95% quantile 380 mm) (Figure 6.7). Most of these points were located within the foredune and beach zones, which although had high estimated image overlap (>9; Figure 6.6B & C), the KAP survey contained more images in this area compared to the drone. The differences seen between the drone and the KAP survey also highlight the presence of methodological uncertainty in proximal sensing techniques. The position of the sensor when it captured images of the study system most likely drove this difference between the resultant point clouds. The drone survey was flown with a ‘cross-hatch’ pattern meaning that parallel lines 90 degrees from each other were used as a flight path, with the aim to increase the number of viewing angles of features on the ground, and the drone camera geometry was fixed at nadir. The kite survey was walked across the study system with a less control resulting in less evenly spaced camera positions than the drone survey (after image quality checks and subsequent removal) (Figure 6.6B & C). Furthermore, the design of the picavet mount meant that the sensor could swing, naturally providing varying viewing angles during data capture with the KAP system, whereas the drone provided a more level platform. We also acknowledge that lighting conditions would have varied between these two surveys, driven by both sun angle and the level of cloud at the time of survey (see also section 6.5.4). Despite these identified differences in methodology, there was a far greater proportion of cloud points that were not significantly different between the KAP and drone surveys (81%), compared to those that were (19%).
6.5.2 KAP surveys

The time-series analysis of intra- and inter-annual KAP survey data evidenced that the majority of change in the dune system, both positive and negative topographic change, was small in absolute magnitude (less than 500 mm accretion or erosion; Table 6.3). Furthermore, despite the measurement uncertainties, the M3C2 analysis showed that the KAP survey method was capable of measuring these changes since they were highlighted as being significant (i.e. exceeding the point-based uncertainty measures). Finally, the mixture of 3-, 6- and 12-month comparisons demonstrate how KAP can be used to monitor change in coastal systems over different timescales and at different times of year where pressures on the system may differ. For example, within the 3 month datasets, the period between pairs 1 and 2 was characterised by enhanced tourist activity, when visitor numbers, and thus, trampling pressures were higher. In contrast the inter-annual survey encompasses change from a multitude of sources throughout the season including weather events and human activity.

The variety in camera positions (in x,y,z) between the 6 KAP surveys resulted in irregular spatial extent in the point cloud, orthomosaics (Figure 10.5) and DEMs (Figure 10.6) produced from the SfM-MVS workflow. Given that the majority of the area of interest was covered in each survey, the irregularity in coverage found with the KAP survey method was not an issue for M3C2-PM analysis. Furthermore the M3C2-PM technique does not require the exact matching of data points in space to conduct change analysis between point clouds, and also provides more spatially heterogenous error assessment compared to difference of DEM techniques (James et al., 2017b). The technique is therefore well suited
for survey-to-survey variable measurement uncertainty, such as comparing methodologies or multi-temporal change analysis as is presented in this study.

The presence of Marram grass and other dune vegetation likely drove the changes in elevation detected in stabilised parts of the dune system between pairs of surveys. For example, the difference between surveys 1&2 exhibited positive elevational changes in areas behind the foredunes, where Marram grass is present (Figure 6.8 & Figure 10.5). These surveys were conducted in March and June 2016, a period of Spring to Summer transition where vegetation in the dune environment ‘greens up’. In this experiment we used only a RGB sensor so vegetation metrics (e.g. normalised difference vegetation index (NDVI)) could not be determined. However, we suggest that including infra-red based vegetation index data such as NDVI could be used to further enhance the M3C2-PM analysis by separating vegetation from bare sand areas to improve identification of the more dynamic parts of the dune environment, as has been shown by (Nolet et al., 2018).

6.5.3 KAP as a tool for coastal monitoring

Conducting proximal sensing topographic surveys in coastal dune environments is not a trivial task. First, with reference to the positioning of GCPs, there are very few static features that can be utilised as known points in space between surveys. In this case we managed to measure the positioning of two fixed features (concrete base and an entrance stone). Leaving GCPs for more than half a day was not a feasible option due to the risk of human interference. For one survey presented in this study, one GCP was removed by a member of the public only hours after being placed. However, the financial gains (compared to other coastal
monitoring techniques) and fine temporal resolution offered with proximal sensing make this a valuable tool for monitoring the coastal environment (Gonçalves and Henriques, 2015).

The windy conditions found at the coast (Figure 6.2) make KAP a useful alternative proximal sensing technique when compared to drones (which are more difficult to operate in windy conditions). Their ease-of-use, low-cost (Conlin et al., 2018) and less strict regulation surrounding their use make the technique a democratic and appropriate technology (Duffy and Anderson, 2016). When collecting data for an SfM-MVS workflow, we have shown that KAP can be an advantageous platform for optical sensors due to the variation in camera position created by movement of the kite, shown by the larger precision estimations calculated in the Monte Carlo processing stage (Table 6.2). This in turn offers oblique viewing angles of features on the ground which helps reproduce steep sided features (such as those found in dunes) which may be absent in nadir images, especially when the features are orthogonal to the sensors orientation. Furthermore oblique imagery reduces the doming effect sometimes visible in SfM-MVS data products (James and Robson, 2014).

6.5.4 Other sources of uncertainty

As we stated at the beginning of the discussion, the method followed allowed us to consider various sources of measurement uncertainty, both within (i.e. precision/repeatability; Table 6.2) and between surveys (i.e. reproducibility (e.g. Figure 6.8 & Table 6.3), and with reference to independent checkpoints surveyed with a D-GNSS (Table 10.2). The M3C2-PM technique takes into account sources of calibration (e.g. internal camera sensor calibration), equipment
(specific camera performance) and method (e.g. accuracy of GCP locations) uncertainty relating to the collection and processing of SfM-MVS data and propagates these through the analysis. However, other sources should also be considered including operator and environment related uncertainties. Here the same operator (author JPD) conducted all surveys and so we cannot quantify this within our experiment, but we suggest that it would be important to consider if multiple kite operators were used. This may be particularly pertinent in the event that KAP surveys were used as a crowdsourcing data collection effort. Uncertainties related to the environmental conditions under which the measurements were collected can manifest as differences in i) sky illumination (potentially explaining differences between the KAP and drone survey in this study), ii) reflectance of wet/dry surfaces relating to weather conditions prior to and during the survey, iii) wind conditions affecting the position of vegetation, and iv) the presence of aerosols (airborne sand or salt particles). We argue that these scene- and site-dependent environmentally-driven uncertainties will have been captured to some extent within the large dataset analysed and so are likely accounted for within the M3C2-PM results. Disaggregating their individual impacts is impossible without undertaking a series of separate experiments where those parameters are varied individually, and the impacts quantified. This lies outside of the scope of our work but could form the basis of a series of interesting follow-up studies.

6.6 Conclusions

It is in the interest of coastal communities and populations in general to maintain high quality sand dune systems, especially in vulnerable coastal environments. Dunes and their associated vegetation communities can help form part of a
realistic and sustainable coastal protection system (Feagin et al., 2015). The impacts of disturbances in dune systems such as trampling until now have focused largely on the changes in plant communities (Santoro et al., 2012), but less on changes to dune structure. Given that trampling can lead to the destabilization of dune systems (Barbier et al., 2011), there is a need to monitor change in topography over time. Sand dunes are highly dynamic and change rapidly over time, and thus a flexible method that allows for data capture are user-dictated times makes KAP a well-suited method for dune monitoring efforts. Furthermore, the technique presented in this study can be readily deployed by others to monitor changes in dune topography in relation to anthropogenic disturbance events alongside the monitoring of natural change over time. From a management point of view, one could perform KAP surveys before and after interventions such as fencing or signposting to understand their effectiveness in preserving environmental integrity. This approach lends itself to the implementation of proactive rather than reactive interventions, allowing managers to monitor coastal environments at temporal scales tailored to their specific needs. Our approach also shows that specific areas (i.e. foredune) can be specifically analysed to aid in the understanding of change in specific parts of dune systems. This work develops that of (Autret et al., 2018; Bryson et al., 2016; Seymour et al., 2018; Westoby et al., 2018) but takes a more robust quantitative approach to multi-temporal monitoring by accounting for many forms of uncertainty with the M3C2-PM methodology.

Beyond monitoring natural dynamic coastal environments, the technique could also be used to monitor movement and/or damage to structures such as jetties, rock defences, sea walls and other property. For example, the effects of storm
damage to sea walls could be detected immediately post storm in a cost-effective manner that doesn’t require airborne LiDAR or TLS capabilities, in turn reducing the cost of surveying. KAP is a low-cost, self-service, highly-portable technique that has lower barriers to entry than other proximal sensing techniques (e.g. drone technology). When applied at relevant spatial and temporal scales KAP is a powerful data capture method well suited for monitoring coastal environments.
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7.1 Abstract

Seagrass ecosystems are highly sensitive to environmental change. They are also in global decline and under threat from a variety of anthropogenic factors. There is now an urgency to establish robust monitoring methodologies so that changes in seagrass abundance and distribution in these sensitive coastal environments can be understood. Typical monitoring approaches have included remote sensing from satellites and airborne platforms, ground based ecological
surveys and snorkel/scuba surveys. These techniques can suffer from temporal and spatial inconsistency or are very localised making it hard to assess seagrass meadows in a structured manner. Here we present a novel technique using a lightweight (sub 7 kg) drone and consumer grade cameras to produce very high spatial resolution (~4 mm pixel\(^{-1}\)) mosaics of two intertidal sites in Wales, UK. We present a full data collection methodology followed by a selection of classification techniques to produce coverage estimates at each site. We trialled three classification approaches of varying complexity to investigate and illustrate the differing performance and capabilities of each. Our results show that unsupervised classifications perform better than object-based methods in classifying seagrass cover. We also found that the more sparsely vegetated of the two meadows studied was more accurately classified - it had lower root mean squared deviation (RMSD) between observed and classified coverage (9 to 9.5 %) compared to a more densely vegetated meadow (RMSD 16 to 22 %). Furthermore, we examine the potential to detect other biotic features, finding that lugworm mounds can be detected visually at coarser resolutions such as 43 mm pixel\(^{-1}\), whereas smaller features such as cockle shells within seagrass require finer grained data (< 17 mm pixel\(^{-1}\)).

7.2 Introduction

Seagrass ecosystems have a global distribution, and they play an integral role in delivering multiple ecosystem services to coastal regions (Barbier et al., 2011; Orth et al., 2006), including the provision of nursery ground for commercial fish species (Beaumont et al., 2008; Bertelli and Unsworth, 2014), sediment stabilization (McGlathery et al., 2012), pathogen reduction in coastal waters (Lamb et al., 2017) and carbon sequestration (Fourquarean et al., 2012; Macreadie
et al., 2014). Despite their evident ecological importance, seagrass ecosystems have been in decline for three decades (Waycott et al., 2009), with one in five seagrass-habitat associated species at some risk of extinction according to International Union for the Conservation of Nature (IUCN) categorisation (Short et al., 2011). With threats such as human disturbance (e.g. mechanical damage and release of toxic compounds (Short and Wyllie-Echeverria, 1996)), changes in water quality (Duarte, 2002) and warming of seas (Marbà and Duarte, 2010) likely causing such declines, there is a clear need to develop methods to monitor the extent and health of seagrass meadows.

Monitoring efforts to date have been conducted using a range of in situ approaches, including scuba/snorkelling surveys (Gotceitas et al., 1997), ground-based sampling (Moore et al., 2000), and hovercraft-based mapping (Mckenzie, 2003). Active and passive remote sensing approaches are also used frequently to estimate the coverage and quality of seagrass habitats. Using active acoustic remote sensing methods such as side scan sonar, it has been shown to be possible to quantify the coverage of seagrass meadows (Barrell et al., 2015; Hossain et al., 2014), whilst passive spectral sensors on-board platforms such as satellites or light aircraft have proven useful for quantifying seagrass meadow dynamics (e.g. Baumstark et al., 2016 and Cunha et al., 2005). For example, using freely available multi-spectral Landsat data (with a spatial resolution of ~30 m per pixel), changes in seagrass meadow extent have been charted (Knudby et al., 2010), and so have fluctuations in biomass (Misbari and Hashim, 2016). Finer spatial resolution optical and infra-red satellite data from systems such as IKONOS and Quickbird (with a spatial resolution finer than 4 m) have also generated useful biomass estimates for multiple seagrass species (Lyons et al.,
Beyond the commonly used four-band spectral approach (blue, green, red, infra-red), multi-spectral data with 16 spectral bands have been captured from airborne sensors and used to estimate seagrass coverage, biomass and species composition (Phinn et al., 2008). The limit of many such remote sensing techniques is the spatial resolution, which restricts the focus of studies to identification and mapping of seagrass areal extent only: even in fine spatial resolution satellite data, individual seagrass plants or shoots cannot be resolved. Additionally, the ability to detect features such as seagrass from satellite observations is frequently affected by cloud cover and variable tide states (Stekoll et al., 2006), limiting the utility and applicability of such data for time-series investigations. Furthermore, the inability of satellite measurements to capture the fine spatial patterns in the distribution of plants and biomass within seagrass meadows, particularly in sparsely vegetated areas (Valle et al., 2015), means that current scientific understanding of seasonal growth patterns and the causes of meadow decline is highly uncertain.

The recent rapid growth in deployment of lightweight low-cost drone technology has been mooted as a revolutionary addition to the toolkit of ecological and environmental researchers (Anderson and Gaston, 2013). Drones offer a low-flying platform from which fine-grained (sub-decimetre spatial resolution) remote sensing observations can be captured, and such approaches are already being used widely in fields such as hydrology (DeBell et al., 2016), forestry science (Inoue et al., 2014), polar studies (Ryan et al., 2015) and wildlife monitoring (Chabot et al., 2015; Hodgson et al., 2013). The flexibility of the lightweight drone platform, both in deployment capabilities and customization (i.e. payload options) has led to their utilisation in coastal environments including studies monitoring
beach and dune topography (Gonçalves and Henriques, 2015), classifying habitats used as nurseries for fish (including seagrass) (Ventura et al., 2016) and mapping coral reefs (Chirayath and Earle, 2016). Additionally, the self-service nature of data collection and the ability to replicate data collection with the aid of GPS navigation, make drones very useful tools for monitoring dynamic environments such as the intertidal zone. In environments such as this, other remote sensing technologies, such as low spatial resolution satellite sensors, find retrievals challenging. Reasons for this may include a large temporal gap between image acquisitions, fixed orbit patterns causing data capture at different tidal states and therefore differing effects from the water column, presence of sun glint (Kay et al., 2009), mixed pixels (Suominen and Tolvanen, 2016) and land-sea adjacency issues (Sterckx et al., 2011).

Given the extensive loss of seagrass in the British Isles in recent years (Jones and Unsworth, 2016), developing new and scale-appropriate methods for quantifying and monitoring changes in this ecosystem should improve the way that drivers of change are understood, and allow for improved management. The work presented herein uses a lightweight drone fitted with consumer grade cameras to capture aerial data of intertidal seagrass (Zostera noltii) meadows at low tide. We explicitly sought to address the following research questions:

i) Can a consumer grade camera and lightweight drone be used to collect proximal remote observations of intertidal seagrass meadows?

ii) How effective are different image classification techniques for mapping the distribution of intertidal Zostera noltii meadows?
iii) How accurate are *Zostera noltii* coverage estimates derived from drone-based photographic data?

iv) Are other biotic features (e.g. gastropod shells and lugworm mounds) detectable in the image data?

The study utilised two intertidal seagrass meadow sites with differing plant density to test a further question:

v) To what extent can the drone-based methodology capture differences in plant density using a standardised survey protocol?

In this manuscript, we demonstrate a full workflow including data capture, processing and some example classification schemes, and combine this information to obtain meadow coverage estimates at two intertidal seagrass meadow sites in Wales, UK.

7.3 Methods

7.3.1 Study species: *Zostera noltii*

*Zostera noltii* (commonly known as dwarf eelgrass) has an extensive distribution, and it is found throughout the British Isles, parts of Scandinavia, the western Mediterranean, parts of west and north Africa and in the Black Sea (Pergent-Martini et al., 2015). Although assigned a status of ‘Least Concern’ on the IUCN red list, the overall population status is assumed to be declining (Short et al., 2010). Furthermore, apart from reports of meadow expansion in Wales (Bertelli et al., 2018), local declines in Europe have been observed in recent decades,
e.g. in France (Bernard et al., 2007), the Wadden Sea (Philippart and Dijkema, 1995), Spain (Hernandez et al., 1997) and Portugal (Martins et al., 2005).

Like many seagrass species, *Z. noltii* grows in an ecological niche, requiring specific environmental conditions (e.g. substrate slope and grain size Valle et al., 2011) to successfully grow and survive. It is easily disrupted by changes in water quality and light attenuation in the water column. Multiple studies have found that sediment input into *Zostera noltii* habitat has detrimental effects on shoot density and ultimately survival, both *in-situ* (Han et al., 2012) and in a laboratory setting (Cabaço et al., 2007).

### 7.3.2 Study sites

The research was focused on two sites in Pembrokeshire in Wales, the United Kingdom ([Figure 7.1](#)) both of which have *Zostera noltii* meadows. One of the meadows is located in Angle Bay (51°40'50.42"N; 5°02'35.10"W) and the other at Garron Pill (51°44'05.80"N; 4°52'55.39"W). Angle Bay is an extensive intertidal habitat covering approximately 2 km² at low tide. *Zostera noltii* grows in the majority of this area and was particularly dense at the time of data collection (mean percentage cover of quadrats was 54% in July 2016). The sediment at the site is relatively firm and therefore accessible (although not easily so) on foot at low tide. Garron Pill is a more sheltered site located further upstream along the Pembroke River. It is one of several tidal inlets in the area, and when drained at low tide reveals an intertidal habitat of approximately 0.5 km². Seagrass was less dense at this site (mean percentage cover of quadrats was 17.6%) There is also a mixture of macroalgae-dominated, and salt marsh habitats at this site. The sediment is much less stable than at Angle Bay, and therefore only small sections
of the site were accessible on foot. One plot (of approximately 50 m$^2$ in size) was surveyed at each site (Angle Bay and Garron Pill).
Figure 7.1: The location of the study sites within the context of west Wales, UK A) and Pembrokeshire B). Flight paths are shown with dashed lines for Angle Bay C) and Garron Pill D).
7.3.3 Drone & sensor equipment

A 3D Robotics Solo (https://3dr.com/) multi-rotor drone was used with a custom designed vibration-dampened 3D-printed sensor mount (by the author JPD) (http://www.thingiverse.com/thing:1964056). The mount allowed for the attachment of a nadir-viewing Ricoh GR II compact digital camera that captures images with 16.2 effective megapixels and encompasses a complementary metal-oxide semiconductor (CMOS) sensor and prime lens with a fixed focal length of 28 mm. It can capture images in both uncompressed (RAW) and lossy (JPEG) formats, and also includes a built-in intervalometer. This allows the shutter to capture images at given time intervals, which is useful for data capture from autonomous vehicles such as lightweight drones. Camera specifications can be found in Table 10.3. In combination with flight planning software, ideal intervals can be calculated based on the sensors field of view, altitude and flight speed, allowing optimal image overlap to be determined, thus permitting production of good quality orthomosaics and digital terrain models (Dandois et al., 2015).

Arducopter firmware (APM:Copter solo-2.0.20) running on the Pixhawk 2 autopilot system located inside the drone allows for waypoint-guided flights. Control over position (in all three dimensions) and speed of the vehicle allow for structured surveying with user-dictated overlaps in the image data given the altitude of the drone and the field of view of the sensor. Flight missions (i.e. waypoint guided flight paths) were designed in Mission Planner (Oborne, 2016) and in the field, flights were conducted using the Android application Tower (Huya-Kouadio, 2016).
At both sites, two flights were conducted at 15 m altitude and a speed of 2 ms\(^{-1}\) (Figure 7.1C & D). This altitude gave a ground sampling distance of ~4 mm when using the Ricoh GR II sensor (see Table 10.3). The speed and altitude combinations provided sufficient overlap (~70% frontlap and ~70% sidelay) between each image so that image matching and mosaicking was optimised. Further details of the mosaicking process can be found in section 2.5: Processing and Analysis. At Angle Bay, the data collection flight was undertaken at 16:30 GMT on 21/07/2016. Weather conditions were dry, with windspeeds averaging 4.5 ms\(^{-1}\), light cloud cover and intermittent sunshine. At Garron Pill, the flight was conducted at 14:00 GMT on 23/07/2016. Weather conditions were dry with windspeeds averaging 7.5 ms\(^{-1}\), and it was generally overcast. An additional two flights at 50 m altitude were undertaken at Garron Pill with an AgroCam RGB sensor (ground sampling distance of ~14 mm; Table 10.3), with the aim of capturing data to identify meadow boundaries. More details about these flights can be found in section 10.4.3.

7.3.4 Ground based surveys

Quadrat sampling was used to collect in-situ information about the seagrass meadows so that drone-based observations could be validated (Figure 7.2). Twenty-seven 500 mm × 500 mm quadrats were randomly placed in each of the two ~50 m\(^2\) plots. The following observations were recorded for each quadrat by the author (LP) trained in conducting the standard Seagrass-Watch protocols (Mckenzie et al., 2001): estimated percentage cover, shoot lengths and densities, estimated number of gastropods and algal/epiphytic cover. We acknowledge that these estimations have their own inherent uncertainties, but for the purpose of
this study assume they are truth in order to evaluate the image classification procedures presented.

Given the very high spatial resolution data capture capabilities of the camera payload on board the drone, high precision ground-truth data were required so as to georectify resulting orthomosaics and accurately locate quadrat sampling areas and features of interest within the study sites (Cunliffe et al., 2016). The position of all four quadrat corners were recorded with approximately 10 mm accuracy in x,y,z dimensions using a differential Global Navigation Satellite System (D-GNSS) Leica GS-08 plus survey system (comprising a base and rover). To assist with the mosaicking process, chequered targets (300 × 300 mm in size) were used as ground control points, placed at ~25 m intervals around the perimeter of the ~50 m² study areas (Figure 7.3C). To secure them in the soft substrate, two metal pegs were used on opposite corners. A laminated A4 sheet with a unique letter of the alphabet was pegged next to each target to assist in identification within the aerial photographs. Due to the shape of the plots at each site, 8 ground control points were used at Angle Bay, and 10 at Garron Pill. The central points of these black and white targets were recorded as the exact ground control points using the Leica GS-08 plus survey system.

7.3.5 Processing & analysis

Photogrammetric workflows have emerged as the most popular way to collate and stitch aerial photographic image data into georectified orthomosaics (Gross and Heumann, 2016; Smith et al., 2015). For this study, Agisoft Photoscan (v 1.2.5) (Agisoft LLC, 2016) was used to generate orthomosaic models from the aerial data collected, using the positions of the ground control markers to optimize
camera positions during the point cloud formation stage. They were also used to orientate and georeference the data.

The very high spatial resolution and spectral complexity of the data makes classification challenging, because of the “H resolution” problem as defined by Strahler et al. (1986). Coupled with the multitude of techniques developed for analysing and classifying cover types using optical remote sensing data, an aim of this paper was to explore three methods with differing complexity for image-based classification. In turn, we demonstrate the potential use and application of these drone-based optical imaging data for seagrass meadow assessment.

The varying complexities in the three techniques used in this study give an overview of approaches commonly used in remote sensing analyses. First, we explored the use of a basic unsupervised optical classification, which is the simplest of approaches. Using only the red, green and blue spectral bands from the camera, we show what can be achieved with minimal processing of the data once it has been stitched via photogrammetry workflow. Building on this, we explored the effect of adding optical texture layers to the unsupervised classification workflow. This process shows that more information can be derived (than just the red, green and blue bands) from data captured with consumer grade cameras, that can in turn potentially help discriminate seagrass from its surrounding environment. Third, object-based techniques are increasingly applied to segment and classify very fine spatial resolution data. This is because objects of interest are constructed of multiple pixels as opposed to the representation of multiple objects within a single pixel (Myint et al., 2011), as is the case with coarser spatial resolution data. Given the fine spatial resolution of our data, we applied object based image analysis (OBIA) as a third classification
approach (containing a ‘supervised’ stage) to determine whether this could be used to meaningfully improve the quality of the seagrass mapping products. We purposefully did not try to use a pixel-based supervised classifier to produce the mapping products because this would rely on the identification of individual ‘pure’ pixels containing either seagrass or bare substrate. Due to the data having a spatial resolution of less than 1 cm per pixel, we considered it a more robust approach to test a supervised classification that first used a segmentation algorithm to automate the identification of clusters of pixels that had similar spectral properties. A schematic describing data collection, processing and analysis is shown in Figure 7.2. The classifications used are described in the following sections.

7.3.6 Unsupervised classification with optical bands

The first type of classification performed incorporated the red, green and blue (RGB) spectral bands. An unsupervised approach using K-means (Hartigan-Wong algorithm; Hartigan and Wong, 1979) clustering was performed using the `unsuperClass` function in the `RStoolbox` (Leutner and Horning, 2016) package in R (R Core Team, 2016a). Maps with two, three, four and five discreet classes were produced for each site. These classes represented seagrass and non-seagrass cover types (e.g. substrate and macroalgae). Where more than two classes were used, they were combined to create a binary result. Next, the areas coinciding with quadrat placement were extracted, and pixel counts recorded. Every possible combination of the discreet classes was tested, and that with the lowest RMSD score when comparing classified and observed seagrass coverage was then chosen as the best candidate classifier for each site.
7.3.7 Unsupervised classification with optical bands and texture

Further to the spectral data alone, textural bands were also added to the classification process. Image texture can be used to describe patterns in images that are naturally identified and interpreted by humans but more difficult for computers to understand. Given that the dominant colour of seagrass is green, texture layers were calculated for this band only. Textural layers were calculated using moving windows on spectral data (Haralick et al., 1973). Grey level co-occurrence matrices were calculated for each orthomosaic using the `glcm` (Zvoleff, 2016) package in R (R Core Team, 2016a) with a window size of 3 x 3 pixels. From these matrices, eight different measures were calculated (mean, variance, homogeneity, contrast, dissimilarity, entropy, second moment and correlation). Next, every possible combination of these layers were combined with the RGB layers, and two, three, four and five class unsupervised classifications (as described in section 7.3.6) were performed. The same selection procedure to find the combination with the lowest RMSD was followed as was performed with optical bands.
Figure 7.2: Data collection, processing and analysis workflow.
7.3.8 Segmentation & support vector machine classification

The third classification approach used the method of OBIA. This technique has seen increasing usage in the analysis of remote sensing data (Blaschke, 2010). A typical OBIA workflow involves firstly image segmentation and secondly classification of the segmented data (Myint et al., 2011). In order to keep the analysis of these data as open-source and replicable as possible, the `i.segment.uspo`, `i.segment` and `i.segment.stats` and `v.class.mlR` functions were used in the Geographic Resources Analysis Support System (GRASS) 7.0 (GRASS Development Team, 2015) software package. Both the optical and optimum texture layers were used in these classifications. Each orthomosaic was segmented and classified with supervised training data (subset from the segmented data). Given the knowledge obtained from visual inspection of the mosaics, a two-class classification (seagrass and substrate) was applied to data from Angle Bay and five-class (seagrass, substrate, macroalgae species 1, macroalgae species 2, rock) classification for Garron Pill. More detailed information on the OBIA procedures used can be found in the supplementary information (section 10.4.1).

7.3.9 Analysis of classified maps

All analysis of classified maps and graphing of data took place in the statistical package R 3.3.1 (R Core Team, 2016a). Data manipulation and analysis were conducted using the dplyr (Wickham and Francois, 2016), raster (Hijmans, 2015) and tidyr (Wickham, 2017) packages. Graphs were created using ggplot2 (Wickham, 2009) and gridExtra (Auguie, 2016).
Coverage within each quadrat was estimated by cropping the mosaic to the area defined by the D-GNSS system for each quadrat. The pixels in the cropped image were then counted and a coverage estimate derived by dividing the number of pixels classed as seagrass by the total number of pixels. This was repeated for each quadrat.

Bootstrapping was used to explore the variation between estimated and observed coverage within quadrats at both sites. This enabled the investigation of classification performance by describing over- or under-estimation of seagrass coverage. Firstly, the difference between estimated and observed percent coverage was calculated for each of the 27 quadrats. Then, a random selection (n=27) of these differences was selected (with replacement enabled, meaning quadrats could be chosen more than once in each iteration) and the mean and standard deviation calculated from the selection. These statistics were stored and the process was then repeated for 1000 iterations, resulting in a selection of 1000 sets of mean, standard deviation and iteration standard error (equal to standard deviation divided by $\sqrt{27}$) per site. From these, three overall statistics were calculated: the mean and standard deviation of the 27 measured differences, and the overall standard error as the standard deviation of iteration means. The combined uncertainty was then calculated both for each iteration and in total with the following equation:

$$uncertainty = \sqrt{m^2 + \sigma^2 + se^2}$$  \hspace{1cm} (1)

where $m$ is the mean, $\sigma$ is the standard deviation and $se$ is the standard error.
7.3.10 Feature detection

To test the effect of the spatial resolution of the data on the ability to resolve biotic features other than seagrass in intertidal meadows, samples from the mosaics were rescaled to difference spatial resolutions. This was performed using the gdalUtils package (Greenberg and Mattiuzzi, 2015) in R (R Core Team, 2016a). The ‘gdalwarp’ function was used to output at resolutions 2, 4, 6, 8 and 10 times coarser than the native resolution of 4.36 mm pixel\(^{-1}\). The output pixel values were calculated as the mean of the corresponding input pixels.

7.3.11 Quadrat sampling bias

A further analysis exploring the potential biases in quadrat sampling using photos taken at the time of data collection was also conducted. The methods and results of this procedure are presented in the supplementary information (sections 10.4.1 & 10.4.2).

7.4 Results

Data collection at Angle Bay yielded 220 useable images during a flight that lasted 10'57". At Garron Pill, 191 useable images were collected during a flight 08'43" in length. Upon visual inspection that stitching had worked, the mosaics were then cropped so that ground control targets and associated tape measures were not included in the imagery, reducing complications during the classification phase (Figure 7.3 & Figure 7.4). Mosaics for both sites had a ground resolution of 4.31 mm pixel\(^{-1}\) with a re-projection error (calculated by the software) of 0.32 pixels at both sites.
For the RGB classifications optimum classifications were as follows: Angle Bay optical – four classes, two of which were combined for the seagrass class, Garron Pill optical – five classes, one assigned as seagrass. Contrast, dissimilarity and variance were combined with optical data for Angle Bay, and classified with five discreet classes. Three of these were labelled as seagrass. For Garron Pill, contrast, homogeneity and second moment were the optimum texture layers along with the RGB data. Two of the five classes in the optimum classification were combined to make a seagrass class. For the OBIA analysis the combined RGB and texture layers described here were used. Thematic maps were created showing these classifications (Figure 10.11 & Figure 10.12).
Figure 7.3: Mosaicked RGB imagery of Zostera noltii habitat in Angle Bay. The 50 x 50 m plot is shown in A), with two finer spatial scale examples shown in B) and C).
Figure 7.4: Mosaicked RGB imagery of Zostera noltii habitat at Garron Pill. The ~25 x 100 m plot is shown in A), with three finer spatial scale examples shown in B), C) and D).
The RMSD values calculated from classifications on the data from Garron Pill were all lower than their corresponding results for Angle Bay (Table 7.1). For Angle Bay, the addition of texture layers increased the RMSD by 5.7 with units of % coverage and SD by 4.3% (i.e. the fit was poorer), whereas for Garron Pill, RMSD was reduced by 0.2% and SD by 0.5%. Object based image analysis did not improve on either of the RGB or RGB & Texture classifications at either site with RMSD and SD values generally much higher. For both of the unsupervised classifications, both under- and overestimations were seen across the 27 quadrats (Figure 7.5A & B), whereas for OBIA, it appears the majority of quadrats were overestimated by the classifier (Figure 7.5C). Additionally, quadrat sampling bias was explored, and a mean difference of 15% between observed and classified ground-based photos was found (Figure 10.10).

The bootstrapped overall uncertainty values show relatively little variation in the unsupervised classifications with and without texture for Garron Pill (Figure 7.6). Angle Bay, the more densely vegetated of the two meadows had over double the mean overall uncertainty when compared to Garron Pill for the RGB & texture classification (Table 7.1). Along with the high RMSD and SD values, the OBIA classifications also showed both high mean overall uncertainty, (the highest being 33% for Angle Bay).

7.4.1 Areal coverage and perimeter estimates

Combining the known ground sampling distances (4.36 mm) in the orthomosaics with counts of pixels in each classified raster allowed for seagrass areal coverage estimates to be made. For Angle Bay, estimates ranged from 1110 m² (47 % of the surveyed areas) produced by the RGB & texture classification to 1967 m²
(83%) calculated from the OBIA classification (Table 7.1). Overall, Garron Pill had smaller estimations with the lowest at 555 m² (22%) and highest at 904 m² (36%) produced with data from the OBIA classifier. OBIA classifications at both sites resulted in greater numbers of pixels being labelled as seagrass, which in turn has driven the higher areal coverage estimates. The two flights at 50 m altitude used to collect data from the river channel area yielded total of 258 useable images. These flights were 11’ 45” and 12’ 01” in duration. No ground control points were deployed or used here due to the inaccessibility of the river channel by foot. The images collected were then stitched with the same procedure mentioned earlier in this manuscript, but without the inclusion of GCPs, so therefore relying on GNSS information from the flight log (tagged to images) to produce a georeferenced orthomosaic (Figure 7.7). The resulting image demonstrates the capability of this form of data collection to visualise the boundaries of seagrass meadows in terrain that is not accessible by foot (e.g. soft muddy intertidal river beds). Other broad category vegetation features such as macroalgae are also detectable in these data (Figure 7.7C).

7.4.2 Feature detection

Within intertidal seagrass meadows, some features can be detected with optical remote sensing data indicating the presence of biotic features other than seagrass that co-habit these environments. At both sites cockles (Cerastoderma edule) and Lugworm (Arenicola sp.) mounds were found on the sediment surface in high abundance. Figure 7.8 displays three example features both at native and multiple resampled resolutions. Lugworm mounds are generally round features approximately 50 – 100 mm in diameter. They were clearly visible at the native resolution in the data and remained detectable even at 43 mm pixel⁻¹ (× 10)
spatial resolution. Cockles on sediment appeared more detectable than those within seagrass (Figure 7.8). The shells remained detectable in the absence of seagrass when viewed at 43 mm pixel\(^{-1}\) spatial resolution, but when found within *Zostera noltii* shoots they become undetectable at 17.2 mm pixel\(^{-1}\) (× 4) spatial resolution (Figure 7.8).
Table 7.1: Accuracy assessment of unsupervised classifications including both RGB and RGB and Texture, and OBIA classifications. Root mean squared deviation (RMSD) and standard deviation (SD) and bias calculated on the percentage difference between observed and classified seagrass cover in quadrats. Bootstrapped SE was calculated in the bootstrapping process. Overall uncertainty calculated from bias, SD and bootstrapped SE using the equation described in section 7.3.9. Coverage estimates calculated by totalling the number of pixels classed as seagrass at each site.

<table>
<thead>
<tr>
<th>Site</th>
<th>Layers</th>
<th>No. Classes</th>
<th>RMSD (%)</th>
<th>SD</th>
<th>Bias (%)</th>
<th>Bootstrapped SE</th>
<th>Overall Uncertainty</th>
<th>Estimated Coverage (m²)</th>
<th>Estimated Coverage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle Bay</td>
<td>RGB</td>
<td>4</td>
<td>16.12</td>
<td>16.33</td>
<td>-1.78</td>
<td>0.5</td>
<td>16.71</td>
<td>1224.07</td>
<td>51.93</td>
</tr>
<tr>
<td></td>
<td>RGB &amp; Texture</td>
<td>5</td>
<td>21.85</td>
<td>20.65</td>
<td>-8.19</td>
<td>0.63</td>
<td>22.54</td>
<td>1110.33</td>
<td>47.10</td>
</tr>
<tr>
<td></td>
<td>RGB &amp; Texture</td>
<td>2</td>
<td>32.74</td>
<td>20.53</td>
<td>25.81</td>
<td>0.63</td>
<td>33.2</td>
<td>1967.14</td>
<td>83.45</td>
</tr>
<tr>
<td></td>
<td>(OBIA)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Garron Pill</td>
<td>RGB</td>
<td>5</td>
<td>9.45</td>
<td>9.62</td>
<td>-0.4</td>
<td>0.29</td>
<td>9.8</td>
<td>554.92</td>
<td>21.86</td>
</tr>
<tr>
<td></td>
<td>RGB &amp; Texture</td>
<td>5</td>
<td>9.22</td>
<td>9.06</td>
<td>2.44</td>
<td>0.28</td>
<td>9.54</td>
<td>661.77</td>
<td>26.07</td>
</tr>
<tr>
<td></td>
<td>RGB &amp; Texture</td>
<td>5</td>
<td>26.42</td>
<td>20.95</td>
<td>16.59</td>
<td>0.65</td>
<td>27.01</td>
<td>904.35</td>
<td>35.62</td>
</tr>
</tbody>
</table>
Figure 7.5: The relationship between observed and classified seagrass coverage observed within quadrats. Unsupervised classifications with red, green and blue bands shown in A), with added texture layers in B) and supervised object-based image analysis results are shown in C).
Figure 7.6: Box and whisker plots showing the distribution of bootstrapped overall uncertainty calculations (n = 1000), calculated from the differences between observed and classified seagrass cover in quadrats. Lower and upper hinges refer to 25% and 75% percentiles respectively. Central lines represent the median, whiskers represent 5% and 95% quantiles and points represent outliers.
Figure 7.7: Orthomosaic of Zostera noltii meadow boundary at Garron Pill. Images captured at 50 m altitude. No ground control targets were deployed at this site due to the inaccessible nature of the river channel.
Figure 7.8: Three examples of ecological features found in *Zostera noltii* meadows. A) Shows two Lugworm (*Arenicola sp.*) mounds, B) Cockle (*Cerastoderma edule*) shells surrounded by seagrass shoots and C) on non-vegetated substrate.
7.5 Discussion

This study describes for the first time an approach to intertidal seagrass mapping using a lightweight drone to obtain very fine grained, high spatial resolution data. We found wide variation between classifications when measuring the differences between classified and observed cover within the quadrat samples collected (Table 7.1). Given that the addition of texture layers has improved classification accuracy in the past in similar habitats such as salt marsh (Kim et al., 2011), we expected to see reduced RMSD scores in this study. It may be that the classification of the very fine spatial resolution data shown in this study can only be improved by the addition of more spectral (e.g. near infra-red) rather than textural layers. The spectral complexity found in hyperspectral optical remote sensing studies on Zostera noltii leaves (Bargain et al., 2013) suggests that the addition of further spectral bands may produce a better discrimination between seagrass shoots and background sediment. Different texture measures were selected during the layer selection phase for each site. This highlights the importance of treating each mosaic individually when selecting layers to input to a classification scheme. Variables such as the spatial resolution of the images, and the meteorological conditions (e.g. cloud cover) during data collection can strongly influence the type of data collected, and in turn which texture measures may highlight differences between seagrass and non-seagrass features.

OBIA has been increasingly employed to analyse fine grained data such as that collected from sensors on board drones (e.g. Husson et al., 2016 and Ventura et al., 2016). In this case, the unsupervised classifications performed better than the support vector machine algorithms used on the segmented data. Despite the very high spatial resolution of the data, Zostera noltii shoots still appear as very fine
and complex features within the input bands. The segmentation process applied struggled to properly define the edges between seagrass and non-seagrass features, and therefore non-vegetated areas were also captured within the objects labelled as seagrass. This over-estimation is reflected in the comparisons with quadrat data at both sites (Figure 7.5). Furthermore, OBIA is notoriously subjective and its poor performance in this scenario may have been caused by the choice of ‘training’ segments during pre-classification. New segmentation algorithms (e.g. SLIC super pixels; Csillik, 2017), are emerging and in future as these mature, there may be promise to further test these on fine spatial resolution intertidal orthomosaics.

7.5.1 Coverage estimates & assessment of quadrat sampling

The variation in coverage estimates produced from the classified data in this study is caused by uncertainty in the classifications themselves. Working at such fine spatial scales allows for the consideration of within-meadow variation and in turn more representative predictions of overall coverage. However, working at such fine spatial scales brings new challenges for data interpretation. Underestimation, seen more commonly for quadrats at Angle Bay (Figure 7.5) could be due to the high density of seagrass in parts of this site and the differences between what a sensor captures and what a human observer interprets. This could be caused by a saturation effect also seen in optical remote sensing studies of other vegetated ecosystems (Mutanga et al., 2012). Positive bias, seen in some quadrats at both sites, could potentially be explained by an observer effect. Estimations of coverage by a human observer could take into consideration the fact that seagrasses stand vertically when suspended in water, whereas a sensor, in this case on board a lightweight drone, simply counts the
proportion of pixels covered by seagrass. The hypothesis that observer bias was present during ground-based sampling was investigated by examining photographs of the quadrats (see supplementary information; Figure 10.10). Observer bias and variability of cover estimations, regardless of experience, has been raised as an issue with quadrat sampling in terrestrial systems (Sykes et al., 1983). It may be the case that in this study similar issues were causing underestimation, combined with the knowledge that a given number of seagrass shoots change their coverage of a quadrat when suspended in water compared to laid flat at low tide. Although ground based photographs were taken in this study, their quality was variable, and therefore we recommend a standardised approach (i.e. using a fixed height (Luscier et al., 2006) in future investigations.

7.5.2 Meadow boundary detection

Meadow boundaries were clearly visible in the mosaic created with images captured at 50 m altitude. Information of this type provides a cost-effective approach to *Zostera noltii* meadow mapping, especially in tidal channels were the logistics of boat or hovercraft surveying are non-trivial. The distinction between seagrass and macroalgae was clearly visible in the resulting orthomosaic (Figure 7.7C), which from a management point of view provides a useful tool to quantify the invasion of other species such as macroalgae in seagrass-dominated habitats (Thomsen et al., 2012).

7.5.3 Feature detection

The very fine spatial resolution data produced in this study (4.36 mm pixel\(^{-1}\)) allowed for the identification of meadow features such as lugworm (*Arenicola sp.*), mounds and cockle shells (*Cerastoderma edule*). The ability to capture this
information within images containing seagrass shoots could allow questions regarding lugworm presence/density effects on *Zostera noltii* density to be revisited (Philippart and Dijkema, 1995). The presence of bivalve shells is also a crude but useful indicator of the health and diversity of the below-surface intertidal environment (Lohrer et al., 2016). With regards to the spatial resolution of the data captured in this study, these features were all identifiable at coarser resolutions than the native data. This indicates that a higher-altitude flight could be conducted resulting in a coarser ground sampling distance, therefore allowing for data collection from a larger area without compromising the ability to capture fine scale biotic features.

In future work, other users should consider monitoring conditions. In this study, conditions were generally overcast and therefore favourable when collecting imagery at Garron Pill, but for Angle Bay, the meteorological conditions were mixed with intermittent sunshine amongst the cloud. As the drone flew with a variable heading, the sensors viewing angle changed in relation to the sun’s position on alternate legs of the drone’s way-pointed path (Figure 7.1C & D). As a result, the attitude of the drone and therefore the attached sensor, manipulated the presence of glint and shadow in the imagery. Due to the gridded pattern of flight, artefacts have developed at overlapping areas between images during the image stitching process. We recommend in future, to conduct flights with a constant heading, to ensure the sensors view angle remains fixed in relation to sun angle. We would also encourage other users to consider image calibration if time-series monitoring is being undertaken.
7.5.4 Ecosystem dynamics and blue carbon

The potential of coastal ecosystems and more specifically the plants that live within them to capture and sequester carbon (known as blue carbon) has been a growing field of scientific research (Fourqurean et al., 2012; Macreadie et al., 2014). The coverage estimates that we present here can be complementary to allometric data such as above- and below-ground biomass calculations to ultimately produce more accurate estimations. This has been demonstrated in terrestrial systems with drone-based data (Cunliffe et al., 2016). This can then be combined with information about carbon capture in a particular species such as *Zostera noltii*, quantifying the amount of carbon stored in a given meadow and allowing its monetary value to be estimated. Monetary valuation such as this is likely to give great value to policy decision making (Turner et al., 2003). Aside from monetary valuation, fine-scale data such as these can potentially improve the performance of predictive habitat modelling approaches which have been applied to understand seagrass distribution (Grech and Coles, 2010).

For another species of seagrass, seasonality has been shown to create changes of up to 35% in coverage estimates of seagrass meadows on the coast of Reunion Island (Cuvillier et al., 2016). *Zostera noltii* is a perennial species that grows in spring and summer, flowers, and then dies back to about half its peak density in autumn and winter (Auby and Labourg, 1996). While this variation in above ground biomass is an issue with ground based surveying (Mckenzie et al., 2001), using drones with user-dictated data collection, allows for repeatable data collection at the same stage of the annual phenological cycle of a seagrass species such as this. The case for repeat studies at the same time of year is also strengthened by the discovery of a seasonal variation in pigment concentration.
in *Zostera noltii* leaves, which in turn can influence measurements derived from remote sensing products (Bargain et al., 2013).

7.6 Conclusions

In this study we have demonstrated the potential of low-cost, flexible, drone-based data collection techniques for monitoring intertidal seagrass meadows. Working on foot in an intertidal environment can be challenging and one clear advantage of drone technology is the flexibility in deployment and the utility of data, as we have demonstrated here. Time-series monitoring is critical to understand the dynamics of seagrass meadows, especially when it comes to disentangling the natural variation from changes that are human-induced (Cunha et al., 2005).

The understanding of within-meadow seagrass heterogeneity is a complementary approach to more traditional boundary mapping which has often been conducted using satellite and airborne imagery (e.g. Phinn et al., 2008). Drones bring the ability to capture data useful for within environment variation analysis, which has also been demonstrated in wetlands (Zweig et al., 2015). With threats such as reduced water quality and wasting disease, the decline in meadow quality may be more nuanced than a simple shrinking in overall extent, highlighting the need to understand the more complex matrix of plants and sediment in the intertidal environment. It is therefore crucial to investigate the fragmentation within meadows, which can inform researchers and managers whether a meadow is potentially degrading or recovering. The combination of this previously unobtainable data and the cost-effective, self-service nature of drone
based remote sensing gives great promise to the application of drones for seagrass conservation efforts.

Moving forward, we feel that the rapidly developing field of lightweight drones and miniaturisation of sensors for optical remote sensing will soon allow for more detailed measurements of meadow quality such as plant health and presence of wasting disease based on the spectral signatures obtained from seagrass shoots.
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8.1 Abstract

Tropical coral reefs are structurally complex and deliver a wealth of ecosystem goods and services. Monitoring efforts in these environments are often informed by in-situ surveys, satellite and airborne remote sensing datasets. These methods either lack representativeness, temporal or spatial resolution. Structure-from-Motion Multi-view-stereo (SfM-MVS) processing of data from drone-based sensors has been used to measure structural complexity on finer spatial scales. We test a variety of drone flight parameters across a range of topographically diverse reef environments, to understand their influence on SfM-MVS derived structural complexity estimations. Images acquired above the water column at 30 m altitude with a 3DR Solo and Ricoh GR II camera successfully produced dense point clouds, gridded elevation products and orthomosaics. Virtual transects were conducted to calculate structural complexity estimations as a function of the ratio
between 3D surface distance and planar distance. We found that across the reef environment, differences in complexity were most pronounced in lagoon areas with mixtures of bare sand and individual coral bommies. In denser reef areas, complexity measures became homogenous despite the presence of heterogenous complex structures, implying aliasing in the ability of the approach to resolve subtle details. We found that data captured at 30 m produced denser point clouds (up to 71%) than using simulated higher altitude (50 m) data with greater ground sampling distances, as expected due to a reduced ability to match benthic features. Complexity estimations derived from the point clouds for different cover types (e.g. sand, tabular coral, branching coral) did not correlate with colony level rugosity estimates derived from the literature. We also found no relationship between in-situ transects describing submerged topography and cloud derived measures. In summary, the techniques shown here show promise as some variation in reef structure was measured, but finer spatial resolutions and robust corrections to deal with the presence of water are required to improve the methodology.

8.2 Introduction

Coral reef ecosystems are globally distributed complex environments that provide a multitude of ecosystem services such as coastal protection (van Zanten et al., 2014), tourism (Weijerman et al., 2018) nutrient cycling and maintenance of fisheries (Barbier et al., 2011). Tropical reefs form in coastal waters typically, with a heterogenous mix of species and associated morphological diversity providing a structurally complex habitat (Richardson et al., 2017). Structural complexity is closely linked to the productivity and health of coral reefs with more complex habitats deemed more able to support a greater diversity of species and
individuals than those harbouring simpler architecture (Graham and Nash, 2013). This is because they provide more niches from which organisms can exploit resources (e.g. territory for reproduction (Catano et al., 2015)). Furthermore, complexity is a strong predictor of fish abundance, biomass, species richness and trophic structure (Darling et al., 2017). Recent degradation of both local and global environmental conditions has led to the collapse of reef architecture or ‘flattening’ of some reefs (Alvarez-Filip et al., 2009) in turn reducing the total species richness in these habitats (Newman et al., 2015). The shift to degraded states can also alter reef carbonate budgets - effectively balances between constructive processes (such as reef calcification/building) and destructive processes (erosion from physical, biological or chemical forces). A reduction in coral calcification rates and changes in associated turnover of carbonate from bioeroders such as urchins and parrotfish could shift reefs from positive to negative carbonate budget states meaning a reduction in coral cover over time (Perry et al., 2014). The loss of structural complexity also leads to a reduction in the reef’s capacity to deliver coastal protection, leaving tropical coastlines more vulnerable to increased impacts from waves (Harris et al., 2018). Due to changes in reef composition (e.g. a shift to a more algal-dominated habitat) resource availability for native organisms is reduced, in turn affecting ecosystem services such as fisheries provision (Rogers et al., 2018, 2014). In order to quantify the impacts of reef morphometric change on delivery of aforementioned ecosystem services, there is an urgency for new approaches that can identify and map the fine-grained structures of reef systems so as to inform improved management or mitigation strategies. Although bleached reefs can eventually collapse, leading to a decline in structural complexity and associated biological diversity, the process can occur over many years (Garpe et al., 2006). Therefore, there is a need to
understand submerged topographic change over time on both healthy and degrading reefs.

8.2.1 Measuring reef complexity

Measuring complexity in reef environments is a non-trivial task empirically – for example it is challenging to capture data describing the spatially extensive structural attributes of the reef using scuba or snorkel surveys (Nash et al., 2013). Also, training individuals to undertake such surveys is a costly and time-consuming process, limiting the number of skilled people available to conduct benthic surveys (Gutierrez-Heredia et al., 2016). Measurement techniques include the use of a variable size wheel system (Wilding et al., 2007) and an analogue chain and tape method (McCormick, 1994), which has been adopted due to its low cost and relative ease of use (Dustan et al., 2013), but data from such systems are two-dimensional and deliver transect-based data only, limiting abilities to monitor reef-extent changes in habitat structure. Alternatively, digital level gauges have also been used to obtain millimetre spatial scale measurements across reef transects, but these are also reliant on scuba approaches (Dustan et al., 2013). Scuba and snorkel based surveys are expensive, time intensive and can be high risk, meaning for some monitoring purposes they are a sub-optimal way in which to capture data. Also, despite the ability of in-situ measurements to provide information about the topography of reef substrate, the resulting sample sizes can be small and the spatial representativeness of samples uneven, which can introduce uncertainty or biases when upscaling measurements to the wider reef environment.
8.2.2 Remote sensing

Satellite and airborne remote sensing have long been explored as information sources for coral reef monitoring programs. Satellite-derived seafloor maps have been used to thematically map tropical reef ecosystems (Teixeira et al., 2016) and estimate carbonate production rates across reef environments at the regional scale (Hamylton et al., 2017) but require *in-situ* validation data owing to their coarser spatial grain. Whilst quantifying structural complexity from optical satellite and aerial data products is difficult to achieve (e.g. the lack of suitable overlapping data required for a photogrammetric based workflow), some success has been achieved through using airborne bathymetric light detection and ranging (LiDAR) to quantify structural complexity (Brock et al., 2006, 2004; Pittman et al., 2009). However, for many regions of the world with a large proportion of the global coral reef resource, LiDAR is either unavailable or too costly a technology to deploy for repeat data collection. At more local and low-cost scales, acoustic sensors such as ‘RoxAnn’ (an echo sounding device that maps the sea bottom) mounted underneath the hulls of small boats can be used to deliver structural complexity estimates (Bejarano et al., 2011) and such approaches have proven useful for categorizing reef habitat type and attaining habitat metrics, although these methods are limited to deeper areas where boats can safely operate over the reef (Hedley et al., 2016). To accurately survey shallow reef systems, an easily deployable and non-invasive method is required to provide data with finer spatial and temporal resolutions and at larger spatial extents than those currently used to quantify reef structure. There is now potential to achieve this with proximal sensing platforms such as drones and kites (Duffy et al., 2018; Duffy and Anderson, 2016). Drone platforms and their on-board sensors can collect optical
data useful for assessing coral health (Levy et al., 2018) and also provide estimations of topographic variation with Structure-from-Motion-Multi View Stereo (SfM-MVS) techniques. SfM-MVS is a technique that estimates the position and size of three-dimensional structures from two-dimensional images (e.g. photographs). Features located in multiple images from a single survey are matched and their position in space estimated. For tropical reefs, Casella et al., (2017) were the first to demonstrate that maps of bathymetric structure (with SfM-MVS) can be delivered from overlapping drone photographs, and they used these as indicators of structural complexity within the reef environment and compared them to LiDAR data. Of particular note in the Casella et al., (2017) study were the optimal surveying conditions, with minimal wind and clear water with no evidence of artefacts on the sea surface. Furthermore, the study was conducted in a bommie dominated lagoon, with few continuous coral structures. Aside from this single published study, the exploration of SfM-MVS using drone acquired data is largely unexplored and requires further investigation if it is to become a robust monitoring technique. On the contrary to the lack of above water data capture, many papers have demonstrated the promise of SfM-MVS using images captured underwater. Off the shelf hardware such as consumer grade cameras have been used to calculate the structural complexity of individual coral colonies in a lab environment (Figueira et al., 2015) and also to undertake transects in the field (Leon et al., 2015). In-situ SfM-MVS measurements of individual coral bommies have been shown to be robust over time and between observers (Raoult et al., 2017), making it a technique that may eventually replace more traditional methods such as chain and tape (Storlazzi et al., 2016). Efforts are also being made to develop techniques that ensure user-defined overlap between images (beneficial for SfM-MVS workflows; Pizarro et al., 2017a), and also with
the use of autonomous underwater vehicles for data capture (Friedman et al., 2012). These studies are however, often limited in their spatial scale, and still require a significant time investment to capture images. They do not consider the complexities of scaling up measurements in order to better understand the structural complexity of reef systems on larger extents (>100 m).

8.2.3 Aims and scope

This work was undertaken to test a simple question that develops the limited existing SfM-MVS work undertaken previously in reef systems. Broadly, the aim of the experiment was to establish the information content of drone-derived SfM-MVS point clouds acquired over submerged reef systems and to examine the potential of aerial SfM-MVS derived point clouds to deliver information about reef structural complexity (a proxy for surface roughness, also known as surface complexity (Burns et al., 2015)), at different spatial extents and grains. Working within a fringing tropical coral reef environment in the Maldives, we set out to answer the following questions surrounding flight planning, data capture and comparisons to both in-situ and literature derived complexity metrics:

1) Can drone-based SfM-MVS data capture changes in submerged reef topography?

2) Do measurements of structural complexity change in relation to the ground sampling distance of the SfM-MVS derived data?

3) Does inclusion of oblique image data affect spatial estimations of structural complexity, compared to just using nadir images?
4) How do such measures vary between lagoon, mixed and continuous reef parts of the ecosystem?

5) Making comparisons with literature derived rugosity values, how do point-cloud derived measures of structural complexity compare for different coral classes (branching, compact branching, massive, plate, sand and other types of coral)?

6) How similar are in-situ chain-and-tape transects to structural complexity estimations derived from SfM-MVS point clouds?

8.3 Methods

8.3.1 Study system

Data collection was conducted on a fringing coral reef ecosystem surrounding the small island of Kandehalagala (~0.063 km²), located north-east of Faaremathooda in the southern part of the Huvadhu atoll in the Maldives (0°13′31.65″N; 73°13′00.45″E; Figure 8.1). The island is found within the interior of the atoll and is currently uninhabited by humans. At the time of survey, a large proportion of the reef was in a degraded state due to a bleaching event in 2016 (Perry and Morgan, 2017a, 2017b). The island and reef system are ~0.4 km², encompassing both a shallow lagoon with sparsely distributed coral colonies and a more densely populated fringing reef. One part of the reef system was surveyed for this study (Figure 8.1D). This area was selected due to its inclusion of the major distinctly topographically different densities of reef structures across a gradient from beach to reef wall (in deeper water) in a relatively small area. Also, despite large areas of the reef system appearing bleached, the coral structures
in this part of the reef were more in-tact than many other areas around Kandahalagala. This meant that there was a variety of morphometric types against which to test our research questions. Lastly, it was also chosen for logistical reasons - it was located parallel to the area of beach at which boat landings for kit and personnel were possible.

Figure 8.1: Location of the study system. A) Location of the Huvadhu Atoll within the Maldives. B) Location of Kandahalagala within the Huvadhu atoll. C) The island of Kandahalagala. D) The path of one drone flight used in this study. Axis units in A) are in degrees, and units in D) are in meters, WGS 84 / UTM Zone 43N.
8.3.2 Drone and sensor equipment

A 3D Robotics Solo quadcopter drone was used with two custom designed vibration-dampened 3D-printed sensor mounts (by the author JPD) (http://www.thingiverse.com/thing:1964056). Both mounts allowed for the attachment of a Ricoh GR II compact digital camera that captures images at 16.2 effective megapixels in both uncompressed (RAW) and lossy (JPEG) formats. This system has previously been used to capture data in coastal settings (Duffy et al., 2018). One mount positioned the sensor as nadir and another at an angle (20º) to obtain oblique image data (with the potential of seeing underneath or around objects in the water). Only one mount was attached at a time, so capturing data at both angles required the use of two replicated survey flights following an identical flight plan. The camera has a built-in intervalometer allowing automated triggering at set time intervals, and for these surveys a two second interval was used.

Each flight was pre-programmed using Mission Planner software (Oborne, 2016) in conjunction with the Pixhawk 2 (APM:Copter solo-2.0.20 firmware) autopilot onboard the drone. This allowed for Global Navigation Satellite System (GNSS)-guided flying and control of the position (in all three dimensions) and speed of the vehicle. This way, structured surveys could be designed ensuring that image overlap was controlled - the image overlap parameter is crucial for effective scene reconstruction when processing images with SfM-MVS algorithms (James and Robson, 2014). Two flights were conducted at an altitude of ~30 m between 8:00am and 8:40am on 11/03/2017, one with the nadir mount and another with the oblique mount fitted both at a speed of ~4 m s⁻¹. Both flights used the same flight plan – a cross grid pattern (Figure 8.1) with a minimum of 80% frontlap and
sidelap. Flights were conducted early in the day (i.e. before 09:00) to minimise sun glitter in the image data. At this time of day, wind conditions were typically calmer, reducing surface water roughness and sun angles were lower, which due to the chosen camera angles minimises the potential of light to be reflected straight into the camera sensor. One further flight at an altitude of ~220 m at 5:30pm on 12/03/2017 was undertaken with the nadir mount, covering the whole reef system and island of Kandahalagala (Figure 8.2).

Figure 8.2: Methodological flowchart demonstrating the data capture and processing workflow.
8.3.3 Ground control, image resampling & photogrammetry workflow

The remote nature of the field site meant that it was not possible to follow the standard methodology as advocated by Gonçalves and Henriques, (2015) & James et al., (2017a), where one would distribute ground-control markers around the scene extent and survey them using a high accuracy GNSS system. However, to answer our research questions, this methodology was not required because georectification between datasets was not needed. Instead, we selected a single dataset (a combination of one set of both nadir and oblique images) collected at 30 m altitude and downscaled the images to simulate data collected at higher altitudes / coarser ground sampling distances. This meant that sensor positions between simulated surveys were identical and therefore the georeferencing of resulting photogrammetry products was the same. The RAW image files were converted to lossless .TIF files, exposure was increased (number of stops varied depending on how dark the images were (O'Connor et al., 2017)), and each of the red, green and blue bands were resampled using a nearest neighbour approach to match the desired image height and width of images at coarser resolutions (Table 8.1). A ground sampling distance calculator was used to attain the image height and width that would achieve a similar spatial resolution as if the drone was flown at higher altitudes (Table 8.1). This process was undertaken in Python 3, utilising ufRaw (http://ufraw.sourceforge.net/) to change exposure, Python Image Library (https://python-pillow.org/) to resample, and exiftool (Harvey, 2018) to retag the photos with image metadata. The resampled images were processed in Agisoft Photoscan Professional 1.3.2 (Agisoft LLC, 2017). Dense point clouds and orthomosaics were created for each data set using the same settings.
8.3.4 *In-situ* structural complexity surveys

Eight 10 m long underwater transects were surveyed for structural complexity (Crocker, 2017), following the ReefBudget methodology for calculating the carbonate budgets in reef environments (Perry et al., 2012; **Figure 8.3**). These surveys used a tape measure-based methodology to quantify the surface area of the benthic environment over a given single transect distance. This results in both a 2D and 3D distance, of which a ratio can be derived as a measure of structural complexity. A handheld GPS (Garmin GPSMap 64) was used to mark the start and end points of each transect. Given that the position measurements from the GPS are only accurate to several meters, underwater videos (using a GoPro Hero 4) of each transect were used to assist in the georeferencing of the transects so that they appeared in the correct locations in relation to the photogrammetry products.
8.3.5 Calculating structural complexity across multiple axes from point clouds

Building on the ReefBudget transect methodology, we sought to automate measurements from the dense point clouds. All data manipulation and extraction was undertaken in R (R Core Team, 2017), using the following packages: ‘data.table’ (Dowle and Srinivasan, 2017) to rapidly read and write point cloud data, ‘dplyr’ (Wickham and Francois, 2016), ‘raster’ (Hijmans, 2015), ‘rgdal’ (Bivand et al., 2017), ‘rgeos’ (Bivand and Rundel, 2017), ‘sp’ (Pebesma and Bivand, 2005) and ‘spatstat’ (Baddeley et al., 2015) to manipulate and analyse point cloud data. To produce structural complexity estimations, the following procedure was applied to the orthomosaic and associated dense point cloud created using only nadir, and nadir & oblique images. Three areas of interest (AOIs) were manually defined (16 × 16 m) by vector polygons, each representing a topographically different part of the reef system (e.g. Figure 8.4A). The first
was a lagoon area with a sparse distribution of coral colonies and mainly sandy substrate, the second a mixture of sandy substrate and densely packed colonies, and the third an area with almost exclusively dense coral colonies. The dense point clouds and orthomosaics were then cropped to each of the AOIs. Within each of these 3 AOIs, the following procedures were undertaken. A regular fishnet grid was created over the extent of the AOI at a spatial resolution of 1 m × 1 m (Figure 8.4B). This resulted in a vector consisting of 256 square polygon cells. For each cell in the fishnet grid, 4 × 1 m virtual transects oriented to the 8 major compass directions and intersecting the centre point of the cell were created (Figure 8.4C). Next, the dense point cloud was sampled at regular points (n=256) along each transect, with the nearest point in x/y space in the dense cloud to each point along the transect selected, and the z coordinate recorded. Once 256 z values had been extracted for each virtual transect, the total 3D distance between each consecutive point was calculated. Given that the length of the transect is known (1 m planar distance), equation 1 was used to calculate the difference between 2D and 3D surface (structural complexity) along each transect:

\[
\text{structural complexity} = \frac{3D \text{ transect distance}}{\text{planar distance}}
\]  

(1)

The mean structural complexity value of the four transects was then used as the overall complexity value for each cell in the fishnet grid. Building on this technique we sought to calculate the structural complexity of different morphometric types (hereafter called cover classes) within the AOIs. The following was applied to the nadir dataset only. Using the orthomosaics cropped to the AOIs, cover classes were manually delineated in QGIS (QGIS Development Team, 2018). Six classes
were defined: branching coral, compact branching coral, massive coral, plating coral, sand and other coral. Cover classes that could not be confidently assigned one of the morphometric types or sand, were assigned as other coral. Once delineated, each of these classes were saved as vector polygons (Figure 8.4D). One AOI at a time, each cell in the fishnet grid was selected and used to crop out the relevant cover classes in that cell (Figure 8.4E). For each continuous segment of cover class within that cell, the centre point was located, and 4 virtual transects following the 8 major compass directions were used to extract points from the dense cloud (Figure 8.4F/G). The same technique as described for the non-cover class approach was used to produce structural complexity estimations (using equation 1), but this time for each cover class segment within each cell of the fishnet. Due to the irregular shape of cover class segments, the length of transect lines within them varied (e.g. Figure 8.4F/G) and therefore proportional structural complexity was calculated for each transect considering the total length of transects within each segment (rather than a mean of each transect, which is only feasible when transect lengths are equal). This resulted in a structural complexity estimation per cover class segment, per cell (of fishnet), per AOI.
Figure 8.4: The calculation of point cloud structural complexity from dense point clouds. This figure shows a conceptualized version of the methodology in 2D, whereas the extraction of data came from the dense point clouds. A) The mixed reef AOI subset from the whole orthomosaic. B) 1 m × 1 m fishnet grid overlaid on AOI orthomosaic with a single cell highlighted in yellow. C) 4 × 1 m transects oriented to the 8 major compass directions overlaid on the orthomosaic cropped to the extent of the yellow cell in B. D) Manually delineated cover classes for the whole mixed reef AOI, with the single cell identified in B, highlighted in yellow. E) 2 cover classes located within area cropped to the extent of the yellow cell in D. F + G) 4 transects oriented to the 8 major compass directions intersecting the centre point of a cover class segment, cropped to the boundaries of the segment.
8.3.6 Collating published rugosity values

We sought to compare structural complexity estimations to published rugosity values at the colony scale. Given the similarity of morphometric types of colonies within the Indo-Pacific region, estimated rugosity values were gathered from published sources that reported rugosity values. Scientific literature was provided using the expertise of author CP and also through searches of web of science using the terms "coral", “rugosity”, “measurements”. Published data in this format is very limited and our results show the total obtained from a basic collation of this information.

8.3.7 Zoning and areal measurements of the reef environment

Using an orthomosaic (~0.5 m spatial resolution) which included Kandahalagala reef in its entirety within QGIS (QGIS Development Team, 2018) three zones (matching aforementioned AOIs: lagoon, mixed, dense reef) were manually delineated and saved as vector polygons.

8.4 Results

8.4.1 Drone flights and photogrammetry data products

During the nadir flight at 30 m altitude, 331 useable images were captured, and for the flight with the oblique mount 338 useable images were captured. Orthomosaics, DEMs and point clouds (e.g. Figure 8.5) were created using the nadir only dataset and also with the addition of the oblique images. The dense point cloud created with nadir images contained 12,902,413 points, which increased to 12,941,612 when oblique images were added to the photogrammetry process. The nadir only orthomosaic was produced at a spatial
resolution of 7.82 mm pixel$^{-1}$ and the combination of nadir and oblique images resulted in a spatial resolution of 8.13 mm pixel$^{-1}$. For the 220 m altitude flight covering the whole reef system, 231 images were captured, and a resulting orthomosaic with a spatial resolution of 57.8 mm pixel$^{-1}$ was produced. In relation to research question 1, visible inspection of the DEM and dense point clouds produced with the nadir images (Figure 8.5), it is evident that drone-based SfM-MVS data is capable of capturing changes and variation in submerged reef topography, with an elevational range from -0.54 m to 0.98 m.
Figure 8.5: Example photogrammetry data products using nadir images captured at 30 m altitude. A) Subset of the DEM. B) Screenshot of the point cloud with a similar extent to A. C) An example of structure in a dense point cloud over sandy substrate. Note view of point cloud captured at an angle to help visualise z-axis differences in B. 1) Shows an example of an individual coral bommy, 2) A set of structures with varying topography, surrounded by sand and 3) A shallow sandy area surrounded by coral structures.
8.4.2 Structural complexity variations across simulated altitudes/ground sampling distance

The native resolution of images captured at 30 m altitude was ~16 megapixels. When resampled, this decreased to approximately 10, 5 and 2.5 for 50, 100 and 200 m simulated altitudes respectively (Table 8.1). The resulting differences in ground sampling distance obtained after processing the images can be seen in Table 8.1.

Table 8.1: Image dimensions for resampled photographs used to simulate variation in altitude.

<table>
<thead>
<tr>
<th>Altitude</th>
<th>Image Width (pixels)</th>
<th>Image Height (pixels)</th>
<th>Approx. megapixels</th>
<th>Ground Sampling Distance (mm pixel⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 m (native)</td>
<td>4928</td>
<td>3264</td>
<td>16</td>
<td>7.9</td>
</tr>
<tr>
<td>50 m</td>
<td>3080</td>
<td>2040</td>
<td>10</td>
<td>13.1</td>
</tr>
<tr>
<td>100 m</td>
<td>1540</td>
<td>1020</td>
<td>5</td>
<td>26.3</td>
</tr>
<tr>
<td>200 m</td>
<td>770</td>
<td>510</td>
<td>2.5</td>
<td>52.6</td>
</tr>
</tbody>
</table>

Changes in point clouds across different simulated altitudes were measured in the three areas of interest (AOI; lagoon, mixed and dense reef; Figure 8.6) using nadir images only. Point clouds reduced in density as image pixel size (simulated altitude) increased. Between 30 m and 50 m the number of points reduced on average by 54%, with the mixed AOI seeing a much greater reduction of 71%. Further decreases are apparent as image resolution decreases, with an average (across subset areas) of 8% of points in the 100 m cloud compared to clouds
created at the native 30 m resolution. Very sparse point clouds were produced at
the simulated 200 m altitude with the lowest number of points found in the mixed
subset area (n=4467; Table 8.2).
Table 8.2: Total count of points from dense point clouds constructed with native and resampled images in Agisoft Photoscan. NA present in 200 m data as mosaicking did not produce a sufficiently dense point cloud product to cover the whole area of interest.

<table>
<thead>
<tr>
<th>AOI</th>
<th>30 m (Native)</th>
<th>50 m</th>
<th>100 m</th>
<th>200 m</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nadir</td>
<td>Nadir+Oblique</td>
<td>Nadir</td>
<td>Nadir+Oblique</td>
</tr>
<tr>
<td>Lagoon</td>
<td>172035</td>
<td>189481</td>
<td>98783</td>
<td>83149</td>
</tr>
<tr>
<td>Mixed</td>
<td>303518</td>
<td>199170</td>
<td>90166</td>
<td>102688</td>
</tr>
<tr>
<td>Reef</td>
<td>184512</td>
<td>266330</td>
<td>93734</td>
<td>104635</td>
</tr>
</tbody>
</table>
Figure 8.6: Orthomosaics of subset areas and associated structural complexity calculations on point clouds created with different resolution (resampled altitude) images. Calculated using a 1 m² grid over each area of interest (AOI).

Generally, measures of structural complexity (see Equation 1) decreased as altitude increased, and at 200 m altitude in all AOIs, erroneous measures below 1 occurred indicating too few points available to sample in the point clouds (white pixels in Figure 8.6), identifying the most coarse spatial resolution for this methodology. At the native resolution of 30 m the mean structural complexity (see equation 1) across all three AOIs was 1.38. Also, at the native resolution, complexity was greater in the lagoon AOI compared to the mixed and dense reef AOIs, with the same applying to 50 m resolution but not for 100 m and 200 m resolutions (Figure 8.6, Figure 8.7). The areas with highest structural complexity estimates were over sandy substrate and at the edge of the coral colonies.
The magnitude of erroneous values was far greater in the reef AOI at 200 m resolution than the other parts of the reef (Figure 8.7).

### Figure 8.7: The distribution of structural complexity (see Equation 1) calculations across native and resampled altitudes in each subset area. Values below 1 are erroneous, representing virtual transects with too few data points in the dense cloud. Central lines in boxes represent median, upper and lower bounds of boxes represent 0.25 and 0.75 quantiles respectively and ends of whiskers represent 0.05 and 0.95 quantiles.

#### 8.4.3 Comparing point clouds made with and without oblique image data

The dense point cloud constructed with data from only the nadir survey had a similar total point counts to the cloud constructed with the addition of oblique images (see section 8.4.1 for details). These datasets were explored in relation to research question 3. Gridded structural complexity estimates were calculated across the 3 AOIs using the native 30 m altitude images. In the lagoon AOI, structural complexity estimates were generally greater when only nadir images were used (Figure 8.8). For the mixed and reef subset areas, calculated
structural complexity differed spatially, but were not as great as measured in the lagoon subset (Figure 8.8). The number of points within the dense clouds were similar in the lagoon AOI but differed greatly in the mixed and dense reef AOIs. At the native 30 m resolution, in the mixed AOI, there were ~52% more points without the inclusion of oblique image data, whereas there were ~30% fewer points in the dense reef AOI (Table 8.2).
Figure 8.8: Surface structural complexity calculations (see Equation 1) derived from dense point clouds created with 30 m altitude images using both nadir only and nadir & oblique images. Difference estimations calculated using 1 m² grid for each AOI.
8.4.4 Comparing point cloud derived structural complexity to literature derived rugosity values

Literature searches for rugosity values at the colony scale and for benthic sand cover classes revealed that sand has a measured rugosity of 1.05 and massive corals have the greatest of the morphometric types explored in this study with a value of 2.3 (Table 8.3). Manually delineated cover classes show that in the lagoon AOI, sand was the most dominant cover type (71% of total cover; Figure 8.9B/G). In the mixed AOI, other (unidentified) morphometric types were most dominant (38% of total cover), followed by branching morphologies (29% of total cover; Figure 8.9D/H). Major cover classes in the reef subset area were branching corals (39%) and plate type corals (32%; Figure 8.9F/I). Structural complexity estimations across the 3 AOIs were combined for each of the six cover classes (Figure 8.10). The mean surface difference values were similar across all cover types (1.17-1.27) except for sand which had a mean of 1.39 (Figure 8.10).

Table 8.3: Literature derived rugosity estimates. *Mean taken of small and medium massive rugosity values.

<table>
<thead>
<tr>
<th>Cover Type</th>
<th>Rugosity Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Branching</td>
<td>2.25</td>
<td>Knudby and Ledrew (2007)</td>
</tr>
<tr>
<td>Compact Branching</td>
<td>1.8</td>
<td>Knudby and Ledrew (2007)</td>
</tr>
<tr>
<td>Massive</td>
<td>2.30</td>
<td>Figueira et al. (2015)*</td>
</tr>
<tr>
<td>Other</td>
<td>mean of other coral classes</td>
<td>NA</td>
</tr>
<tr>
<td>Plate</td>
<td>1.50</td>
<td>Figueira et al. (2015)</td>
</tr>
<tr>
<td>Sand</td>
<td>1.05</td>
<td>Knudby and Ledrew (2007)</td>
</tr>
</tbody>
</table>
Figure 8.9: Thematic maps showing cover classes in each AOI, and associated distributions. A-F) Cropped orthomosaics and associated manually delineated cover classes. G-I) Proportion of each cover class found within each of the AOIs.
Figure 8.10: Distribution of estimated structural complexity for all cover/morphometric types from the 30 m native point cloud. Data shown are a sum across each of the three AOIs.

8.4.5 Scaling up with whole reef system zonation

Combining the proportion of cover classes in each of the AOIs (Figure 8.9) with mean structural complexity values derived from dense point clouds (Figure 8.10) we produced structural complexity values per AOI. These were calculated as 1.35 for the lagoon, 1.26 for the mixed and 1.25 for the reef. In comparison, literature derived estimations were also used to produce a single structural complexity
value (incorporating proportion of cover classes) for each AOI. These values were 1.35 for the lagoon, 1.88 for the mixed and 1.93 for the dense reef.

Across the whole of Kandahalagala reef, lagoon was the most prominent of the three delineated zones, encompassing ~46% of the total mapped area (Figure 8.11). The dense/outer reef zone covered ~32% of the reef system and the mixed area covered 21% (Figure 8.11). A final combination of the whole reef zone estimations and single AOI complexity estimations was made to produce a single whole reef complexity estimate based on both dense cloud and literature derived values. These were 1.3 (cloud) and 1.65 (literature).

![Kandahalagala island reef system and manually delineated zones.](image)

**Figure 8.11:** Kandahalagala island reef system and manually delineated zones.
8.4.6 Comparing *in-situ* transects to point cloud derived structural complexity estimations

Structural complexity estimations derived from the ReefBudget surveys (Figure 8.4) varied between 1.16 and 2.53. In comparison, the values obtained from 2D/3D difference calculations (see section 8.3.4) on the dense point clouds generally yielded much lower values. For the native 30 m altitude dataset, one transect produced similar values with both methods (*in-situ* = 1.24 & cloud derived = 1.25), whereas for all other transects, the point cloud method were underestimates compared to the *in-situ* method (Figure 8.12). The relationship was similar for all altitudes, except for the resampled data at 100 m, where for one transect the point cloud structural complexity was greater than the *in-situ* measurement (Figure 8.12). For the 200 m data, four of the transects were not sampled due to insufficient points in the cloud (Figure 8.12).
Figure 8.12: Comparison of structural complexity calculations over 10 m transects using data collected from ReefBudget transects, and values derived from dense point clouds.

8.5 Discussion

As several authors recently have evidenced (e.g. Johnston, 2019; Ventura et al., 2018; Westoby et al., 2018), drone technology shows great promise for the monitoring of many coastal environments by virtue of its flexible deployment capabilities (e.g. user dictated revisit times and GNSS-enabled aerial positioning). With regards to tropical coral reefs, very little work has been done to explore, quantify and characterise the capability of drone-based proximal sensing techniques to deliver measurements of the benthic topography. Due to this lack of application of drones in reef environments, there is a deficiency of understanding in how to quantify structural complexity of reef systems with optical
data collected with drone platforms. Here we have described multiple approaches to measure the structural complexity of tropical reefs using drone-acquired photographic data and SfM-MVS processing techniques. Overall, we found that virtual transects capturing structural complexity measurements can be applied to point clouds to produce proxy measurements of structural complexity. As expected, we found that data captured at 30 m altitude with a 16MP resolution optical sensor, produced more diverse measurements of topographic variation, and coarser resolution resampled images performed more poorly in this regard. We also found that generally, complexity measurements from point clouds for different cover classes/morphometric types were not directly comparable to in-situ measurements describing reef rugosity reported in the literature. However, this methodology shows promise, in that it can detect some level of structural variation in the benthic environment. With image data collected in more suitable conditions (where water surface movement is minimal), or corrected image data there is a possibility more representative structural complexity measures could be derived from dense point clouds.

8.5.1 Building on existing published work

To our knowledge, there is only a single peer-reviewed piece of work investigating the ability of drone-derived image data and SfM-MVS processing to measure the structural complexity of tropical coral reef environments. The work by Casella et al. (2017) focussed primarily on bommie dominated lagoon areas of the coral reef ecosystem. They showed that when comparing drone derived DEMs to LiDAR data, there were z axis differences ranging from -1.4 to 1.4 m with a standard deviation of 0.45 m.
The work we have presented here builds on this pioneering work in several ways. Firstly, we explore methodological variation in both the resolution of the photos and the position of the sensor during data capture (exploring nadir and oblique positioning). Secondly, we investigated SfM-MVS measurements in other parts of the reef (with differing densities of coral structures (Figure 8.6). In these AOIs (in this manuscript referred to as lagoon, mixed and dense reef), our estimates of structural complexity were largely similar regardless of the type of cover found within the measured areas. The lagoon subset area did show detectable differences between hard structures and sandy substrate, although some of this was driven by artefacts in the data (Figure 8.6). Within areas of sandy substrate some points in the dense point cloud exhibited greater $z$ values than the neighbouring points, which meant that when virtual transects were used to calculate structural complexity, the 3D distance measure was erroneously large. Given that the published rugosity of sandy substrate is 1.05 (Table 8.3) one would expect the 3D distance to be similar to the 2D distance over sandy areas. A likely reason for these erroneously elevated $z$ values could be a result of dynamic patterns caused by movement of the water’s surface (Figure 8.13). The position of these patterns varies between images, creating issues during the tie point stage in the photogrammetry workflow, as the feature (i.e. the white lines) positions vary in space over time. We consider that the conditions during data acquisition were optimum (like those in Casella et al. (2017)), with minimal wind and wave disturbance and low sun angles. However, we still find that in deeper sandy substrate areas, these artefacts are a prominent feature, unlike the exceptional ‘millpond’ like conditions presented in Casella et al. (2017). These concentrated light patterns (caused my surface movement on the water) can cause the SfM-MVS processing to incorrectly characterise the benthic structure
in these particular parts of the reef environment (e.g. Figure 8.5C). An example of these features can be seen in Figure 8.13.

These differences highlight the potential limitations of the technique. Firstly, there is an indication that weather conditions must be optimal in order to achieve data usable for SfM-MVS processing, and secondly, the technique may only be suitable for areas with certain topographic traits (i.e. bommy dominated lagoon areas) as opposed to areas with higher percentages of coral cover.

Figure 8.13: Subset of a single image captured from ~30 m altitude over a mixture of sandy substrate and hard coral structures.
8.5.2 Variations in ground sampling distance and the addition of oblique image data

As it was unfeasible to position ground control points (GCPs) and measure them with a high-accuracy (sub-decimeter) GNSS device, the native images captured at 30 m resolution were resampled to coarser resolutions so that multiple point clouds could be constructed with the same spatial positioning. We sought to investigate at which altitudes structural complexity estimations deteriorated and whether there was an optimum ground sampling distance where point cloud density wasn’t compromised. Contrary to a similar investigation in a terrestrial forest system (Fraser and Congalton, 2018) where optical data captured at 100 m yielded similar cloud densities to data captured at 50 m, we found large reductions in point cloud density as altitude/ground sampling distance increased (Table 8.2). Although our data consisted of resampled images, our results indicate that finer spatial resolution data may be required as an input to the photogrammetry workflow to more accurately represent topographic variation in the resultant point clouds.

The inclusion of oblique image data has been shown to improve the quality of topographic models produced in a photogrammetry workflow (James and Robson, 2014). Our rationale in this study was that structurally complex tropical reefs contain topographic features such as overhanging structures that cannot be fully captured in nadir images. Increasing the number of viewing angles of a given feature should aid in resolving its full structural dimensions in a point cloud. This has been demonstrated with images captured during in-situ snorkel surveys of individual coral bommies (Raoult et al., 2017). The similarity in overall point cloud counts (considering the inclusion and exclusion of oblique images) is likely a
result of settings in Agisoft Photoscan. However, when focussing on the AOI, the 
~45% increase in the number of points within the dense reef area, shows that 
more features were matched in the SfM-MVS process with the inclusion of 
oblique images. We therefore recommend that off-nadir images are a valuable 
addition when creating topographic reef maps with this methodology. 
Furthermore, moving a sensor to an off-nadir position when capturing images 
over water has been shown to reduce glint in the resulting data (Joyce et al., 
2018), which in turn should increase the number of tie points associated with 
submerged features, rather than artefacts on the waters surface.

8.5.3 Differences between morphometric types/cover classes

Our results show that the structural complexity calculations result in similar values 
for all morphometric types analysed (Figure 8.10). It may be that this technique 
is only suitable for certain types of corals, and it could potentially be focussed on 
key, more easily identifiable parts of the reef ecosystems. For example, tabular 
corals are thought to constitute keystone structures for fish on reefs (Kerry and 
Bellwood, 2015), and therefore monitoring their size or presence/absence could 
be a useful management tool. Our results show that contrary to the published 
literature, the mean structural complexity estimation for sand (1.39) was the 
highest out of all cover classes measured (Figure 8.10). This is most likely due 
to patterns caused by movement in the water’s surface (discussed in section 
8.5.2). Water column correction is a long-standing issue in coral reef remote 
sensing using satellite and airborne images (Zoffoli et al., 2014) and continues to 
remain a barrier to successful data collection with drones. However, promising 
developments are being made to correct distortions by utilising multiple frames
from video footage rather than still images to filter out obscure values caused by motion in the water (Chirayath and Earle, 2016; Partama et al., 2018).

Orthomosaics created with a photogrammetry workflow as shown in this study, provide a wealth of spectral information about the tropical reef environment. Morphometric types, families and species of corals can be identified from such data if spatial resolution and sea conditions are suitable during data capture (see section 8.4.4). As is evident in the subset areas presented in this work, a lot of the coral structures on Kandahalagala reef are in poor condition, having suffered multiple bleaching events in recent years (Perry and Morgan, 2017a, 2017b). Spectrally, this makes them less distinct due to the expulsion of living algae from their carbonate structures, leading to homogenous grey and brown cover across the reef environment. Drones have been used to assess the extent of bleached coral cover on reefs (Levy et al., 2018), but the lack of diversity in the spectral domain makes it difficult to undertake analyses such as object-based image analysis (OBIA), which has been utilised with satellite derived optical imagery in reef environments (Roelfsema et al., 2013). A more spectrally diverse environment (i.e. with healthy corals) will likely be much better suited for investigations utilising techniques such as OBIA, but also for photogrammetry based point cloud generation. The SfM-MVS methodology partially relies on spectral information, and having a greater spectral diversity could aid in the scene reconstruction process.

8.5.4 *In-situ* transects

ReefBudget transects have been used to estimate the rugosity of reef environments, to then be used in further carbonate budget calculations (Perry et
al., 2012). Typically, a series of parallel 10 m transects are swum (by snorkellers or scuba divers) and the cover type (e.g. sand, coral species/type, algae cover, encruster) along with the distance covered (using a flexible tape measure) for each 1 m segment. These surveys can provide rich information on the biodiversity found within the reef as well as the health of particular parts of the ecosystem. However, due to the costs involved, time taken to survey and requirement for trained staff, these surveys are limited in their spatial extent and therefore unrepresentative of the wider reef environment. Furthermore, biases in the identification of cover types/species and the way in which structures such as overhangs or branches are measured can affect reproducibility – a critical component of monitoring programs. Proximal sensing and associated established processing pipelines can reduce the negative impacts of these biases, by scaling up structural complexity measurements. However, that is not to say *in-situ* transect surveys are not required. For every drone survey validation is required in order to understand the quality of the data collected. In an ideal world, these two techniques would be employed in tandem, where proximal sensing techniques provide data on larger spatial extents, underpinned with *in-situ* data from select areas of the reef environment. Furthermore, multi-dimensional *in-situ* data would make more suitable validation data for point cloud based analysis. For example, multiple transect measures over a section of reef (e.g. 5 × 5 m), as opposed to single line transects (as seen in the ReefBudget methodology).

8.5.5 Future work

Future work could focus on a fusion between aerial data captured by drone platforms and *in-situ* underwater image data. This could provide an improved way
to measure structural complexity, particularly in areas with steep vertical variation and overhanging features (Goatley and Bellwood, 2011). SfM-MVS has been used to map marine vertical structures (Robert et al., 2017) and with enough overlap could be combined with data captured from the air. Furthermore, metrics such as structural complexity shown in this study could be combined with ecological datasets describing abundance and diversity of reef dwelling organisms. This has already been demonstrated on intertidal reefs using drone-derived optical data (Murfitt et al., 2017). Alternatively, with large and diverse enough sample sizes, one could potentially establish modelled relationships between the surface planar area of individual morphometric types of coral, and the 3D distance. Both of these measurements could be collected in-situ and grouped by morphometric type (e.g. tabular corals) and by region (e.g. the Indo-Pacific). Given that estimates of surface planar area can be obtained from photogrammetry data products such as the georeferenced orthomosaic, one could potentially infer what the structural complexity is using the modelled relationship between the two measures. Ferrari et al. (2016) found a linear relationship between underwater SfM derived rugosity and traditional chain and tape measures of structural complexity. Future work should continue trying to establish a relationship using drone derived SfM-MVS data products over greater spatial scales than is achievable in snorkel surveys.

8.6 Conclusions

Given the degrading state of tropical coral reef systems in many places globally (Hughes et al., 2018), it is imperative to develop cost-effective ways to the track changes in these ecosystems over time. Drones offer a flexible data collection technique that can be employed in often remote and logistically challenging
environments (Joyce et al., 2018). The ability to remotely sense an ecosystem when environmental conditions are optimal (i.e. low sun angles and minimal wind) makes drone technology a promising technique for monitoring shallow tropical reef systems. Furthermore it is a minimally invasive technique (Reichert et al., 2016) causing little disturbance within the reef environment. The data produced in SfM-MVS workflows is also rich and can be manipulated and analysed in many ways. For example, a multitude of structural complexity measures can be obtained (Leon et al., 2015) at user-defined spatial scales (Yanovski et al., 2017).

This study also highlights a shortfall in published data of rugosity estimates at the colony level. With increased availability in these data, the feasibility of this technique can be better tested and across a greater variety of morphometric types. An increase in the availability of such validation data will help further test the feasibility of using proximal sensing with drones and consumer grade cameras to calculate estimations of reef structural complexity.
9 Discussion

This thesis has detailed multiple new contributions to scientific knowledge regarding proximal sensing of coastal environments using lightweight drones and kites. Each of the empirical studies detail pioneering methodologies namely i) utilising kites and consumer grade cameras to track fine spatial scale changes in dune structure over time, ii) measuring within-meadow variation of intertidal seagrass with a lightweight drone and consumer grade camera and iii) testing the effect that variation in flight planning attributes has on the ability to measure structural complexity within coral reef environments. Each of these empirical chapters contains its own detailed discussion. This chapter highlights the main findings, and discusses common themes emerging across the chapters, and the challenges and opportunities that potentially lie ahead for proximal sensing in the coastal environment.

9.1 Research aims

The overarching aim of this thesis (as stated in chapter 2) was to develop new approaches using novel proximal sensing platforms such as lightweight drones and kites, that could deliver advances in the quantitative understanding of coastal processes. This aim was primarily answered through empirical investigations within three key coastal ecosystems (dunes, intertidal seagrass and tropical coral reefs), each of which involved primary data collection and analysis. The more focussed aims relating to each chapter were to:

- (4) Evaluate the challenges of operating drones in demanding environments
- (5) Review and assess the role of kites as an environmental monitoring tool
- (6) Assess topographic changes in coastal dunes using kites and SfM-MVS
- (7) Map within-meadow intertidal seagrass coverage using lightweight drones
- (8) Quantitatively measure structural complexity of coral reefs using drone derived data

The proceeding sections will cover general remarks (with methodological considerations drawn from the thesis as a whole), followed by discussion of each empirical chapter. Lastly, I provide thoughts and opinion on the future of proximal sensing technology.

9.2 General remarks

Coastal environments and their associated processes are hugely diverse, each presenting a range of possible research questions and methodological challenges. The coastal zone has provided a well-suited proving ground for kites and drones to test methodologies and ultimately advance the understanding of coastal processes.

9.2.1 Drones and kites – different platforms for different situations

Drones and kites possess different attributes that make them advantageous for collecting fine grained remote sensing data at the land-sea interface. Some of these attributes have been demonstrated within the empirical work in this thesis (chapters 6, 7 & 8). For example, the absence of moving or mechanical parts makes kite platforms well suited for sandy environments, whereas the
autonomous nature of lightweight drones makes them well suited for capturing data from areas difficult to access on foot, such as soft substrate in intertidal seagrass meadows. The drone is a more flexible proximal platform and will often be the first choice over alternatives such as kites, blimps or balloons, given their ease of use. However, kites lend themselves as a useful backup platform to drones owing to the ease in which they can be transported and their low cost. As shown in chapter 6, where data collected from both drones and kites was compared, drone derived point clouds exhibited greater precision than the comparison kite dataset. However, the precision estimates for the kite derived data were still suitable for the tracking of dune structural change. This demonstrates the clear need to assess which proximal platforms are suitable for particular research questions or monitoring programs.

9.2.2 The coast as a ‘natural’ laboratory

As described at the very start of this thesis, globally, many people live within and use the coastal zone, both economically and recreationally. While there remain many remote and uninhabited coastal areas which are well suited for studying coastal processes and anthropogenic influence in a natural setting, it is not always financially or logistically feasible to conduct research in these areas. I found this especially during the empirical studies at St. Gothian dunes and intertidal seagrass meadows in Pembrokeshire, where I had to navigate interactions with stakeholders. These ranged from asking beachgoers to relocate so that they did not appear in captured images, to informing the management of oil refineries of intentions to map seagrass near their infrastructure. The simple occurrence of these interactions indicates the intertwine of the natural environment with human activity. This raises two questions. Firstly, how
representative are the choices of study system for coastal studies? And subsequently are certain locations chosen for their ‘ease of study’ or absence of human activity? Decisions surrounding the location of study systems are dictated by multiple factors including the research questions being posed and the logistical feasibility of undertaking research in that particular place. A key component of study design should include consideration of how representative chosen study systems are.

9.2.3 Integrating proximal sensing with other remote sensing data products

Integrating proximal sensing data with satellite and airborne remote sensing data products could provide new insights and potential scalability to coastal studies. One such example of this, is the use of drone derived data to validate and support habitat classification using Worldview-3 (1.24 m spatial resolution) data in a heterogenous estuarine environment (Gray et al., 2018). This technique looks promising for applications that utilise purely spectral data, and could potentially be applied to intertidal environments such as seagrass meadows. In chapter 7, I collected data at 50 m altitude over a river channel. This part of the intertidal zone contained a mixture of bare sediment, seagrass and macroalgae (Figure 7.7). These three broad cover types occur in a heterogenous fashion, which would likely appear as mixed pixels in satellite data. Utilising a drone in such environments would help inform habitat classification over greater spatial extents (Koh and Wich, 2012).

Considering the SfM-MVS techniques demonstrated within coastal dunes and coral reefs in chapters 8 and 10 respectively, there is no obvious and direct combination between the ultra-fine spatial resolution dense point clouds and
optical airborne or satellite data. However, these proximal sensing datasets would be compatible with topographic data obtained with active sensors such as LiDAR. Much like the spectral validation shown in Gray et al. (2018), SfM-MVS derived data could be used to validate airborne LiDAR data collected over greater spatial extents.

9.2.4 The sky’s the limit – or is it?

In the past decade, proximal sensing technology has begun to revolutionise remote sensing methodologies in a variety of fields. The hyperbole surrounding proximal sensing (especially drones) and the desire to apply this novel technology to capture fine spatial and temporal resolution data can sometimes lead to a mismatch between the research question at hand and the selected methodology. An important point to highlight is that, drones and kites will not outright replace satellite, airborne and other in-situ sensing techniques (Tang and Shao, 2015). Often, proximal sensing platforms will offer the opportunity to create complimentary datasets that assist in answering research questions and monitoring efforts (Anderson, 2016; Koh and Wich, 2012). Also, they can be used to capture data in order to answer specific research questions, tailored to their virtues. There are still many applications, especially at the coast, where existing remote sensing techniques are better suited (reef mapping of broad-scale geomorphic zones over 100s km² (e.g. Roelfsema et al., 2018). The greatest benefits are to be found where sensible and realistic questions are asked, and not where there are mismatches between platform capability, data and question. However, it is important to note that as with any new methodology or technology, trial and error is a natural part of developing and honing the use of a technique for scientific research. Discovering that an application for proximal sensing
platforms is unfeasible may only be achievable by trying to collect data for a stated question (see chapter 4).

9.3 The renaissance of kites and the logistical challenges surrounding drone operations

In chapter 5 I reviewed and assessed the utility of kites for environmental research. This involved exploration of the historical use of kite-based data capture, and also how they have been used in in the modern era. I concluded that the technological advancements that have contributed to the rise of drone technology in scientific research are also set to benefit kites. These include reduced size and weight of consumer grade cameras, and the ready availability of GNSS equipped devices and components. This chapter also frames kite-based research in relation to alternatives such as blimps, balloons and drones, highlighting its niche as a low cost and easy to operate proximal sensing platform.

Through collaboration with other scientists that utilise drone technology for their research, I collated and presented a series of case studies and methodological advice with a specific focus on operating in challenging environments. This work is presented in chapter 4. Logistically demanding environments such as the coast, polar and tropical forest ecosystems unveil some of the limitations of lightweight drone technology. These limitations are often omitted from the scientific literature where these is a focus on novel and successful research. This work brought together disparate advice, consolidating this information into informative and useful guidance for researchers and practitioners looking to use drones.
9.4 Empirical discussion and future research questions

9.4.1 Coastal dunes

In chapter 6 I found that sub-decimetre changes in coastal dune topography could be tracked over time using kites, consumer grade cameras and SfM-MVS processing. This empirical work also reinforces my conclusions in chapter 5 – stating that kites are viable proximal platforms for environmental monitoring purposes. Furthermore, this study was one of the first applications of the M3C2-PM methodology since its publication in 2017 (James et al., 2017b), and to my knowledge the first such application with data collected from a kite platform. I also demonstrated that with such fine spatial resolution data, significant changes within specific dune features such as the beach, foredunes and paths can be tracked over time. This is a significant development on other methods of tracking topographic change, such as Difference of DEM approaches (DoD), which due to the nature of the 2-Dimensional data, may struggle to capture changes of complex topographic features, often found in coastal dunes. M3C2-PM is a computationally intensive analysis technique, but with the increasing availability of low-cost, high performance hardware either in-situ or on the cloud, it is likely that it will be more widely adopted in future. This will likely be the case for data captured from proximal platforms, such as drones and kites, which are often processed with a photogrammetry workflow (such as SfM-MVS) and result in the production of dense point clouds – a critical component of M3C2-PM analysis.

This study also provided information on the practicalities of kite flying for environmental monitoring purposes. As with the lightweight drone literature, this process is not well reported in published studies (see chapter 4). For example, I
had to utilise two different types of kite (Table 6.1). On one occasion the smallest kite was not feasible to fly due to low levels of wind and therefore I had to utilise a kite with greater surface area in order to provide a stable platform from which to mount a sensor. Another key methodological consideration was the presence of beachgoers such as dog walkers and holidaymakers at the study site. The presence of moving objects introduces error in the SfM-MVS workflow, and therefore images captured with these features are not useable for analysis purposes (Westoby et al., 2012). Depending on the time of year and the wind conditions on the survey date, data could not always be captured at times to minimise the presence of people and animals. To account for this, an excess number of images were captured on each survey which were then manually filtered, removing images with problematic features. Another issue to account for, was the placement of GCPs in an area regularly used by members of the public. During a pilot study, one GCP was tampered with, and this resulted in the positioning of notices asking for them not to be moved. Small methodological details such as these are often omitted from the scientific literature but can provide time and cost savings for other researchers wishing to use the similar techniques. Chapter 4 attempts to fill this void in relation to drones, but for kites the knowledge gap still exists.

As evidenced in chapter 1, published work utilising remote sensing data has investigated developments in dune feature formation (e.g. between 1977-1999; Ojeda et al., 2005). This particular study explored multi-decadal change using just two aerial photographs of the study site. The authors also presented crude estimations of volumetric change over the 22 year time period. While this approach has merit for quantifying coastal processes on broad temporal and
spatial scales, it lacks the ability to improve understanding of dune development at fine temporal resolutions (e.g. inter and intra annual). In these scenarios, proximal sensing, utilising platforms such as kites excels, enabling regular and routine monitoring, in effect capturing intra-annual topographic changes. This is especially useful in relation to monitoring where managers/authorities can carefully track the dynamics in dune systems in relation to natural and anthropogenic pressures. Furthermore, the combination of nadir and oblique images and SfM-MVS workflows are likely to create more accurate estimations of volumetric changes, compared to those obtained from 2D photographs. However, this is yet to be rigorously tested and could inform a further strand of research in this area.

Future research

Key research questions which build on the empirical work presented in chapter 6 are:

- How does survey design and therefore sensor positioning during KAP surveys affect the quality and accuracy of photogrammetry data products?
- Do DoD approaches using data from satellite or airborne sensors (e.g. airborne LiDAR) produce similar results to M3C2-PM change analysis with data from a proximal platform?
- Can KAP be used to quantify topographic changes in dune systems immediately after high energy disturbance events (e.g. storms)?
9.4.2 Intertidal seagrass

In chapter 7, I used a lightweight drone and optical sensors to capture very fine spatial resolution images of intertidal seagrass meadows and compare coverage estimations between remotely sensed and in-situ methods. I found that estimations made from a classified orthomosaic in more sparsely populated meadows were closer to in-situ measurements when compared to a meadow with higher density of seagrass shoots (Figure 7.5). Typically, remote sensing has been used to identify the position and quantify the extent of seagrass meadows, while lacking focus on within meadow coverage. This is often due to the coarse spatial resolution of data being used in these studies (e.g. ~30 m for data from the Landsat program (Dekker et al., 2006). Studies working on broad spatial extents (e.g. 10s of km²) are useful for creating thematic maps to assess change in meadow boundaries over time, which can be a crude indicator of ecosystem health (Kirkman, 1996). The work in chapter 7 is a significant development, working with data at spatial resolutions that start to reveal the dynamics within seagrass meadows. Lightweight drones can produce more representative data than a typical in-situ quadrat based approach could. The technique demonstrated in chapter 7 is a form of ‘virtual quadrat sampling’ replicating in-situ measures across wider areas.

The ability to quantify Zostera noltii coverage at very fine spatial resolutions (e.g. 4.3 mm in chapter 7), could lead to improved estimations of the levels of blue carbon present in intertidal seagrass meadows. Blue carbon is an umbrella term for the sequestration of carbon by plants in the marine environment. Seagrass accumulates carbon through in-situ production and sedimentation of particulate carbon from the water column (Greiner et al., 2013). Whilst allometric data linking
above ground biomass or coverage with the below ground carbon storage for
*Zostera noltii* is not available, the collection of such data could provide a dataset
to link with fine spatial resolution optical image data, such as that collected by
sensors on-board a proximal platform. This combination could lead to more
accurate estimates of blue carbon storage, by considering the within meadow
coverage heterogeneity and how this relates to the amount of carbon stored in
the sediment beneath the seagrass leaves.

Data collection for this chapter was methodologically challenging due to the tidal
cycle and the flat topography of intertidal seagrass meadows. This meant that on
incoming tides, there was limited time until large parts of the meadow were
submerged. This was further complicated by the placement of GCPs with
associated D-GNSS working, along with multiple quadrat measures of coverage
during short tidally accessible periods. Improvements to the methodology could
be the positioning of GCPs that are stable throughout the tidal cycle. They could
therefore be measured at any time, leaving more time during the low tide period
for *in-situ* quadrat measurements. Methodological considerations such as this
could be made simpler in future with the implementation of higher accuracy
GNSS systems on-board drones which could reduce the number of GCPs
required or potentially remove the need for them completely. More discussion
about this technology can be found in section 9.5.1.

**Future research**

Key research questions which build on the empirical work presented in chapter 7
are:
• Can consumer grade optical sensors on-board lightweight drones capture information about the health of seagrass shoots? (i.e. detect wasting disease)
• Can intra-annual proximal sensing surveys be used to detect seasonal variations in within-meadow seagrass coverage?
• How could within meadow coverage estimates be combined with environmental data to predict future changes in plant density (e.g. in response to pollution or run-off?)
• Can fine grained optical proximal sensing data be combined with allometric measures to predict below ground carbon storage based on above ground seagrass coverage?

9.4.3 Coral reefs

In chapter 8, I used a lightweight drone with a variety of flight parameters, to produce SfM-MVS derived point clouds from which to measure the structural complexity of the benthic environment. This work built on the limited published literature in this field (e.g. (Casella et al., 2017) by exploring the use of dense point cloud data as opposed to 2-dimensional DEMs to measure topographic variation in tropical reefs. The technique was partially successful in that variation in measured complexity from the proximal sensing data was present. However, in the comparisons between parts of the reef with differing densities of coral structures, the technique virtual transecting of the point cloud did not produce expected results. For example, in dense reef areas, known to be structurally complex, virtual transects yielded generally low measures of structural complexity. I also explored the use of 15 m altitude data with the same 16 MP optical sensor which yielded promising results, where virtual complexity
measures were clearly different in areas with coral bommies compared to bare sand in the lagoon part of the reef. However, data collection at this altitude greatly limits the spatial extent, and therefore choosing a consumer grade camera with a larger sensor whilst maintaining a higher flight altitude may be a sensible improvement on the methodology. One of the main issues experienced, was the false presence of structure over flat areas of bare sand. This was caused by issues with glint type artefacts in the images collected. The following section discusses this further.

**Optical sensing of submerged environments**

One of the main challenges that I encountered in chapter 8, was the difficulty of capturing optical data of features through the water column. This is not a trivial issue for proximal sensing applications in the marine environment. For example, Hodgson et al. (2013) were still able to identify dugongs in images collected from an SLR camera mounted on a drone. However, for applications where multiple images of the same features are required (e.g. for SfM-MVS point cloud construction), ensuring features remain visibly identical between scenes is critical. This is achievable when weather conditions are at their absolute optimum, as has been seen in Casella et al. (2017). However, realistically, even in conditions deemed optimal, both refraction and artefacts caused by movement on the waters’ surface can likely be found in images collected. Chirayath and Earle (2016) have presented a promising ‘Fluid Lensing’ algorithm which aims to reduce the distortion caused by movement on the waters’ surface. The technique utilises multiple frames from high frame-rate uncompressed video data to calculate and account for the changes in the scene over short periods of time. The authors demonstrate its application in both intertidal and submerged reefs
and claim that it could potentially be applied to submerged environments with <10 m of clear water. The ‘Fluid Lensing’ methodology also requires significant computer power to process the data. A similar technique that utilised multiple frames from a short video at set GNSS-guided waypoints has been demonstrated within an intertidal rocky shore environment (Partama et al., 2018). The authors applied a temporal minimum filter, aligning 60 images of the same scene, and calculating the darkest pixel values for each pixel in the image. The results show that point clouds increased in density due to the reduction of over-bright features in the input images for SfM-MVS workflows. This work was conducted in environments ranging from 0-2.5 m in depth. Both studies show that promising work is underway to assist in making drones suitable and useful platforms for submerged coastal environment monitoring. There are, however, issues with data storage and processing requirements, as 100 GBs of data are typically produced for < 1 km² spatial extent surveys.

**Future research**

Key research questions which build on the empirical work presented in chapter 8 are:

- How do *in-situ* colony scale measurements compare to proximal sensing derived surface area calculations?
- Identify the optimal altitude and sensor combination to obtain dense point clouds from which structural complexity measures can be derived.
- Does a combination of aerial derived and underwater images and SfM-MVS processing create more accurate estimations of structural complexity than either technique individually?
9.5 Technology – challenges and opportunities

Technological developments of drone technology is fast-moving. In the ~4 year timescale of this thesis both the hardware and software used for data capture and processing have greatly developed and improved. This section will reflect on a limited selection of technological challenges and opportunities that potentially lie ahead for drone technology and associated hardware and software, with a specific focus on environmental monitoring applications.

9.5.1 Hardware

Batteries are one of the key components currently limiting the effectiveness of drone systems for environmental monitoring. Their longevity is limiting on the amount of time a drone can be flown, in turn constraining the spatial extent and duration of surveys that can be undertaken. Currently, typical flight times (inclusive of sensor payload) range from ~12 minutes for a 3DR Solo (used for empirical work in this thesis), to ~25 minutes for a DJI Phantom 4 and ~50 mins for the eBee classic (a fixed wing drone). Flight duration, driven by battery life is a battleground for drone manufacturers in the commercial realm. This have driven improvement in flight times over recent years, alongside other innovations such as tethered devices, wireless recharging and in-built photovoltaic cells for on-the-fly charging.

High accuracy GNSS systems involving real time kinematic (RTK) or post-processing kinematic (PPK) techniques are a desirable addition to drone survey toolkits due to their ability to help produce data products with centimetre level accuracy. This has typically been achieved with ground control points (GCPs) (see chapters 6 & 7) and a ground based system often with a base and rover
setup (James et al., 2017b). These systems are now becoming integrated with drone autopilot and sensor components, where the drone itself is the rover in the GNSS setup. This means that data captured from the drone platform (such as optical images) can be tagged with the position (to cm accuracy) of the drone. An example of this technology are the Emlid M+ and Reach RS components. Forlani et al. (2018) studied the accuracy of an on-board RTK system compared to a more traditional high-accuracy GNSS survey. They found that without GCPs, the horizontal accuracy was comparable, but there were still issues with accuracy in the vertical domain. However, they found that with the addition of GCP, results were comparable to a full ground-based set of GCPs. This study shows promise and that the need for GCPs could soon become redundant, hence removing a logistical barrier and broadening the opportunity to more easily study coastal ecosystems such as coral reefs with greater confidence and accuracy.

The miniaturisation of sensors and on-board computational power are providing the platform for more capable and advanced drone operations. On such example is, sense and avoid technology (Yu and Zhang, 2015), which could involve both co-operative (i.e. swarming) and non-co-operative (i.e. individual) methods. Developments such as sense and avoid may expand the variety of challenging environments that can be surveyed using a drone such as forest environments or complex topographic areas such as coastal cliffs.

9.5.2 Software

As has been shown in chapters 6 & 8 SfM-MVS can be a suitably quantitative way in which to measure the size, structure, or position of features found within the natural environment. Currently, several software packages are available to
process images to create point clouds, orthomosaics and DEMs – data products which are useful for researchers and managers alike. Photogrammetry software packages include Agisoft Photoscan, Autodesk Recap, MicMac, Microsoft Photosynth, OpenDroneMap and Pix4D. Choice of software can be dictated by several factors. First, price - for the proprietary SfM-MVS software packages, the cost of a licence can sometimes exceed the combined cost of a lightweight drone and consumer grade sensor. For example, Pix4D charge ~£2800 per year (as of 26/10/18), whereas a 3DR Solo and Ricoh GRII can be purchased for ~£1000. In contrast, OpenDroneMap and MicMac are free to use and the latter has been used in peer-reviewed scientific research (e.g. (Gonçalves et al., 2018)). Second, flexibility and/or access to processing parameters – this is particularly important in scientific research, where transparency in the processing is a desire of some researchers (Smith et al., 2015). Many of these photogrammetry software packages have undergone regular updates and improvements recent years. This is largely driven by the demand for new features such as multispectral point cloud construction and volumetric calculation tools. From a research perspective I hope that the open-source packages continue to develop and mature as robust tools for processing proximal sensing data without large overheads for software licences.
9.6 Concluding remarks

Kites and lightweight drones have great potential to improve monitoring efforts at the coast. There are a multitude of coastal ecosystems present on Earth each experiencing complex sets of dynamic natural and often additional anthropogenic driven processes. Furthermore, they each present unique logistical challenges with regards to capturing data, both in-situ and remotely. I have demonstrated the capability of these proximal sensing platforms to capture data and create novel datasets that can increase the understanding of coastal processes at finer spatial and temporal scales than has been feasible with alternative technologies. By spanning three key environments across the land-sea interface, this work demonstrates the potential to monitor different environments in both the spectral and the structural domains. Moving forward, as rapid improvements in both hardware and software emerge, the implementation of these techniques in the coastal domain is set to grow. Whilst the proximal view of Earth from above is exciting and intriguing, the biggest gains are set to come from well-planned, consistent and integrated monitoring programs which utilise a combination of in-situ and/or other remote sensing datasets.
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10.1.1 Abstract

The academic literature of late is rich with examples of lightweight drones being used to capture data to support scientific research. Drone science is a blossoming field, but alongside a long-standing public concern about drone safety, the research community and our collaborators are increasingly calling for a ‘code of best practice’ for researchers who fly drones (no matter how small). Researchers who have long enjoyed the freedom of operating separately from ‘hobbyist’ and ‘commercial’ operators are now finding that their institutions and collaborators are demanding evidence of operational competence. In the UK, such competence can be formally accredited by obtaining a UK Civil Aviation Authority (CAA) ‘permission for aerial work’ (PfAW). Part of this process requires that the operators produce an ‘operations manual’ (OM) – a lengthy document explaining protocols for safe drone deployment, alongside maintenance and flight records. This article provides the frontispiece to an OM produced as part of a successful PfAW accreditation process. We share our OM, which is available as supplemental material to this article, in the spirit of research as a collaborative
endeavour, with the aim that it will assist others facing the same stringent checks as ourselves, whilst also serving as a guide to safe flying that can be adapted and adopted by others.

10.1.2 Introduction

Lightweight drones, now widely used in environmental science research, are variously referred to as unmanned or unpiloted aerial vehicles (UAV) or systems (UAS) or remotely piloted aircraft systems (RPAS). In this paper we refer to such aircraft systems as RPAS and drones interchangeably, but in all cases we restrict definition to lightweight platforms, in our case with a take-off mass not exceeding 7 kg.

There are a plethora of scientific projects now utilising lightweight drones as data collection platforms, servicing a diverse range of civilian, scientific and remote sensing applications. Recent examples of such drone use in ecology include surveys of: marine fauna (Hodgson et al., 2013), vegetation structure (Cunliffe et al., 2016; Dandois et al., 2015), biodiversity (Getzin et al., 2012), and wildfires (Merino et al., 2012). In geoscience research, drone-based data collection is increasing, largely because drones can capture data for ‘structure-from-motion’ photogrammetry (Westoby et al., 2012) which is useful for erosion studies (D’Oleire-Oltmanns et al., 2012; Kaiser et al., 2014), and for quantifying glacial dynamics (Ryan et al., 2014), to provide just a few examples. Indeed this article is published in a special issue of the International Journal of Remote Sensing devoted to the use of drones in scientific research and environmental monitoring. DeBell et al., (2016) chart the rise of the drone in environmental science publications, showing an exponential rise in the number of papers published in
the past decade. This trend of increasing usage is likely to continue, as the capabilities and applications of these systems continue to develop and the cost of hardware decreases (Anderson and Gaston, 2013; Sandbrook, 2015). The expansion in drone use has led to a growing number of works that highlight the need for a safe operational protocol for drone deployment. Some papers have already sought to determine the effects of drone disturbance on wildlife (Pomeroy et al., 2015; McEvoy et al., 2016) but most recently, work by Hodgson and Koh (Hodgson and Koh, 2016) states that, “there is a need for a code of best practice in the use of UAVs to mitigate or alleviate risks” to third parties. In the context of biological research, this relates primarily to disturbances to wildlife, but such consideration should be given also to safe operations and minimising disturbance in a wide variety of settings. Sandbrook (Sandbrook, 2015), writing about drone use in conservation suggests that, “little attention has been given to their possible social impacts” whilst Hodgson and Koh (Hodgson and Koh, 2016) define the need for work that improves the suitability of drones “as a low impact ecological survey tool”.

Drones look set to play a continued key role in underpinning scientific survey methodologies. With a large international research community now using drones for good purpose the time is ripe for that same community to demonstrate the spectrum of opportunities that this technology can deliver, so as to counter the popular view that drones are simply an operational and social nuisance and/or threat, including a military or terrorist threat. We also argue that a rigorous and carefully designed protocol for drone deployment within the sciences is useful if researchers are to be able to demonstrate competency, safety, and reproducibility of drone operations. A simple step towards this (for all drone
operators including scientists), is to follow agreed procedures such as may be set out in an operations manual, for all flights. Doing so enhances awareness amongst the community of optimal operational procedures, and builds trust amongst colleagues and collaborators that operations are conducted within safe limits and to exacting standards.

As UK-based researchers utilising lightweight (sub-7 kg take off mass) drones, we have enjoyed a period of relative freedom where we were able operate under a separate banner from ‘hobbyist’ and ‘commercial’ aerial operators. However, in the past two years we have noticed an increasing number of our collaborators requesting paperwork that provides evidence of our competency to fly, and the airworthiness of our drones. For some research projects, it has become impossible for us to secure permission to fly without providing evidence of accreditation from the UK Civil Aviation Authority (CAA), despite the sites concerned being un-congested and low-risk. Examples have included remote upland moorland sites and areas of lowland rough grassland, hundreds of meters from roads and buildings (and thus un-congested according to the UK CAA’s definition), but where the landowner(s) expressed a concern about the use of drones for environmental survey. In response, our research group (comprising the authors) has completed a full accreditation being issued with a ‘permission for aerial work’ (PfAW) being granted by the UK CAA, for a period of 12-months. Once this accreditation was granted, we found it easier to negotiate with cautious landowners who were then more willing to grant permission for us to fly over their properties. Note that academic drone operators should not normally require PfAW to fly within un-congested areas in the UK (see section 2), but they do require the landowner’s permission to fly.
The purpose of this intentionally short manuscript is to provide an introduction to the operations manual (OM) that we produced as part of that accreditation process, and which was formally approved by the UK CAA in August 2016 and which is deposited as supplemental information (SI) related to this paper. This OM is reproduced in both .pdf and .docx formats in the supplemental material to this paper. In what follows in the manuscript, we provide a basic background to airspace regulations, scientific research and permission to fly drones, and the UK procedure for obtaining PfAW, so that readers of this paper can understand the framework within which the shared OM sits.

10.1.3 Airspace regulations

Civilian airspace in many countries of the world is regulated by National Aviation Authorities (NAAs), for instance the Civil Aviation Authority (CAA) in the United Kingdom. A directory of NAAs can be found at (“World Aviation Reporting Authorities,” 2016). Use of civilian airspace must be authorised by the relevant NAA for all air users, including unpiloted aircraft, and airspace regulatory frameworks are evolving rapidly to cope with the expansion of civilian drone technologies (CAA, 2015a, 2014a, 2014b, FAA, 2015a, 2015b, 2013, 2012, 2010) as well as in response to calls for innovation in the drone industry. For example, we refer to recent (July 2016) changes to UK airspace regulations to allow Amazon to test beyond-line-of-sight flight and detect-and-avoid capabilities for delivery drones in Cambridgeshire. Presently, authorisations for the use of airspace by lightweight drones commonly cover both recreational and/or commercial operations (CAA, 2015b; FAA, 2015c).
In the UK, recreational authorizations permit the operations of lightweight drones (termed by the UK CAA as “RPAS”) in uncongested airspace, subject to several limitations such as remaining within visual line-of-sight (VLOS) of the operator and not exceeding an altitude of greater than 400 ft (122 m) above ground level. A CAA PfAW is required for operations which are ‘commercial’ (defined by the CAA as “performed for valuable consideration”), or which are undertaken in ‘congested airspace’ (defined by the CAA as “any area which, in relation to a city, town or settlement, is substantially used for residential, industrial, commercial or recreational purposes”) (CAA, 2014b). Furthermore, private landowners are increasingly requiring RPAS operators, including researchers to hold a CAA PfAW in order to conduct operations over their property. Two examples are the National Trust (who own 350 heritage properties and 247 000 ha of land in the UK) (National Trust, 2015) & the Royal Botanical Gardens, Kew, London, UK.

10.1.4 Flying drones for research and CAA permission

In the UK, while some researchers have obtained CAA permission (CAA, 2015a, 2015c) for RPAS operations (Woodget et al., 2015, 2016; Pomeroy et al., 2015), others have operated their RPAS under the existing authorisations granted to hobbyist users (CAA, 2013) which permit researchers to carry out flights in non-congested areas so long as permission from relevant landowners is first obtained (Anderson et al., 2016; Carbonneau and Dietrich, 2017; DeBell et al., 2016; Puttock et al., 2017, 2015). Increasingly, academic researchers utilizing RPAS may deem it necessary to obtain permission from the CAA, codifying their operational competence, in order to (i) comply with institutional insurance requirements (Lloyd’s, 2015), (ii) demonstrate professional standards to collaborators, (iii) operate in congested airspace, and (iv) undertake consultancy
work for monetary reward. We argue, that in instances where a researcher may not be undertaking aerial work for commercial gain, or operating in airspace where special licenses are mandatory, having a working document such as an operations manual will both allow for consistent and safe operation of drones and reassure collaborators and institutions that drone operations are being conducted in a professional manner. This could apply across different organizational scales, from individuals to a research group or an entire research institute. Alongside having a working document, understanding the process by which PfAW is granted can demonstrate the best practice that Hodgson and Koh (Hodgson and Koh, 2016) advocate as the precautionary principle to manage operational risks.

**Procedure for obtaining PfAW in the UK**

Obtaining a CAA PfAW requires evidence that the RPAS will be operated in a safe manner by the organization concerned (Figure 10.1). This evidence normally requires that:

1. The pilot(s) have appropriate theoretical knowledge of air law, flight planning and operational procedures;
2. The organization submit an OM, a comprehensive technical document describing all aspects of RPAS operation including aircraft maintenance and incident reporting procedures;
3. The pilot(s) can demonstrate a good level of practical flight competency, including adherence to the procedures described in the OM.

These three components may be examined by a CAA-authorised entity, and evidence of satisfactory performance during these various assessments may be submitted to the CAA for consideration in support of a PfAW application. Broadly
speaking, although the process varies from one country to another, there are
great similarities across many NAAs, including the USA, Canada, Australia, and
various EU member states, so the OM shared here has relevance and utility
beyond UK borders.
Figure 10.1: A schematic representation of where the operations manual fits into the typical accreditation process for ‘aerial work’ according to the UK Civil Aviation Authority. Please note that we show two routes for its use. The left-hand part of the flow chart shows the process for CAA accreditation of aerial work which permits RPAS use for commercial operation. However, as we argue in the manuscript, any researcher could use (following adaptation for their specific aircraft and procedures) our operations manual within their flight protocols, to demonstrate to collaborators a competency and safe protocol for drone flights outside of those operations requiring special permission from the CAA for ‘aerial work’.
10.1.5 The operations manual (OM)

Writing and developing the OM is a time-consuming process. The document structure is stringently defined according to criteria on style, organisation and content (CAA, 2011). To produce our OM took several weeks of work and consultations with a CAA-approved assessment centre in the UK. The whole process leading to formal CAA PfAW certification took over one year to complete (Figure 10.2) with the majority of time occupied with OM editing whilst waiting for a suitable weather window for the practical flight test.

In sharing this OM we hope that other researchers using drones for their research can benefit from emulating the style and content of the document. It is important to note that we are not arguing that the procedures described in our OM are the only way to safely deploy drones for research; rather, it is shared as an example for reference to others in developing their own operational procedures specific to their operational requirements either in the UK or in other countries. This document can also serve as an example of good practice for researchers working in countries with less stringent/developed airspace regulations. Any parts of the shared OM (section 10.2) may be used by other workers, provided this assistance is accredited in any outputs arising from works supported.
10.1.6 Conclusion

Our OM is shared in the spirit of research as a collaborative endeavour with the aim of assisting other researchers in all areas of environmental or social science, who are using drones as part of their academic practice to follow a safe and CAA-approved protocol for flying. The OM can be downloaded and copied by any researcher wanting to achieve the same levels of accreditation as us. In such cases, researchers would need to substitute the names of their pilots and aircraft and to cross-check and modify (as required) the details of the operational flying procedure to reflect their own practice. In sharing this document, we hope that other researchers can save considerable time by having an approved CAA OM to use as a guide. The document may also provide a useful framework for those applying for accreditation with other national aviation authorities, or for those who are seeking robust operational procedures to follow when flying drones for research.
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<table>
<thead>
<tr>
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<th>49</th>
</tr>
</thead>
<tbody>
<tr>
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</tr>
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</tr>
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</tr>
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</tr>
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</tr>
<tr>
<td>- Date purchased</td>
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</tr>
<tr>
<td>- Supplier</td>
<td>49</td>
</tr>
<tr>
<td>Data recorded in Battery Logbook (individual batteries)</td>
<td>49</td>
</tr>
<tr>
<td>- Date of change in charge</td>
<td>49</td>
</tr>
<tr>
<td>- Type of change in charge</td>
<td>49</td>
</tr>
<tr>
<td>- Pre-change voltage</td>
<td>49</td>
</tr>
<tr>
<td>- Post-change voltage</td>
<td>49</td>
</tr>
<tr>
<td>- Notes</td>
<td>49</td>
</tr>
<tr>
<td>Data recorded in Maintenance Logbook (each aircraft)</td>
<td>49</td>
</tr>
<tr>
<td>- Date of maintenance</td>
<td>49</td>
</tr>
<tr>
<td>- Reason for maintenance</td>
<td>49</td>
</tr>
<tr>
<td>- Work completed</td>
<td>49</td>
</tr>
<tr>
<td>- Completed by</td>
<td>49</td>
</tr>
<tr>
<td>- Test flight signature</td>
<td>49</td>
</tr>
<tr>
<td>- Notes</td>
<td>49</td>
</tr>
<tr>
<td>Data recorded Pilot and Aircraft Hours Logbook</td>
<td>49</td>
</tr>
</tbody>
</table>
PART A – SAFETY AND ORGANISATIONAL LAYOUT

1. Purpose
The purpose of this document is to detail the items to be covered for the safe operation of Unmanned Aerial Systems (UAS) by ESI DroneLab personnel.

2. Scope
This operations manual applies to all ESI DroneLab personnel involved in the safe operation of the UAS detailed in the Aircraft Technical Specifications section.

2.1. Safety Policy and National Perspective
ESI DroneLab adopts best industry practice to ensure that all of its flight operations using small unmanned aircraft systems (SILAS) as previously detailed are carried out as safely as possible. This document addresses ESI DroneLab operations in the United Kingdom, as regulated by the UK Civil Aviation Authority (CAA).

2.2. Safety Goals
It is the goal of ESI DroneLab to operate UAS without harm, injury or damage to any persons or property. The ESI DroneLab Pilot-in-Command (PIC) will comply with all of the safety requirements and limitations of the Permission for Aerial Work (PAW) issued by the UK CAA to ESI DroneLab.

2.3. Safety Assurance
ESI DroneLab is committed to maintaining the highest standards of flight safety and aims to minimise harm to any persons or property by undertaking thorough risk assessment, site surveys, crew training and ensuring aircraft are in operational condition through regular inspection and maintenance regimes. By these processes ESI DroneLab assures safety at all times whilst carrying out flight operations.

2.4. Organisational and Safety Training
All ESI DroneLab crew members will undertake in-house training by qualified ESI DroneLab personnel, and must follow specific procedures set out in this Operations Manual. The training course will include a brief technical overview of the aircraft currently in service, limitations to be considered for operation, and organisational procedures. Any ESI DroneLab PIC will hold the relevant, current qualification as stated in the qualification requirements section in order to operate the specific aircraft. Crew performance will be monitored, assessed and refresher training may be given if required. All incidents will be recorded, analysed and any findings will be fed back to the crew as training to form a basis of Continual Professional Development. Operational flight logs will be kept by the DroneLab, detailing every flight operation (successful or otherwise) undertaken by any ESI DroneLab PIC.
3. **Definitions and Abbreviations**

Below is a list of abbreviations used in this Operations Manual:

<table>
<thead>
<tr>
<th>Reference</th>
<th>Full Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAIB</td>
<td>Air Accident Investigation Branch</td>
</tr>
<tr>
<td>AOI</td>
<td>Area of Interest</td>
</tr>
<tr>
<td>CAA</td>
<td>Civil Aviation Authority</td>
</tr>
<tr>
<td>CS</td>
<td>Consequence Score</td>
</tr>
<tr>
<td>ESI</td>
<td>Environment &amp; Sustainability Institute</td>
</tr>
<tr>
<td>ESC</td>
<td>Electronic Speed Controller</td>
</tr>
<tr>
<td>FBWA</td>
<td>Fly-By-Wire A mode</td>
</tr>
<tr>
<td>FC</td>
<td>Flight Controller</td>
</tr>
<tr>
<td>FHSS</td>
<td>Frequency Hopping Spread Spectrum</td>
</tr>
<tr>
<td>GCS</td>
<td>Ground Control Station</td>
</tr>
<tr>
<td>CoG</td>
<td>Centre of Gravity</td>
</tr>
<tr>
<td>GNSS</td>
<td>Global Navigation Satellite System (e.g., GPS, Glonass, Galileo, BeiDou)</td>
</tr>
<tr>
<td>HUD</td>
<td>Heads-up-Display (information screen displayed on the GCS)</td>
</tr>
<tr>
<td>LiPo</td>
<td>Lithium Polymer (battery)</td>
</tr>
<tr>
<td>LS</td>
<td>Likelihood Score</td>
</tr>
<tr>
<td>MTOM</td>
<td>Maximum Take-Off Mass</td>
</tr>
<tr>
<td>NAA</td>
<td>National Aviation Authority</td>
</tr>
<tr>
<td>NOTAM</td>
<td>Notice to Airmen</td>
</tr>
<tr>
<td>PIC</td>
<td>Pilot in Command</td>
</tr>
<tr>
<td>PFAW</td>
<td>Permission for Aerial Work</td>
</tr>
<tr>
<td>PDoP</td>
<td>Position (3D) - Dilution of Precision</td>
</tr>
<tr>
<td>RS</td>
<td>Risk Score</td>
</tr>
<tr>
<td>RTL</td>
<td>Return to Launch</td>
</tr>
<tr>
<td>Rx</td>
<td>Receiver</td>
</tr>
<tr>
<td>SUAS</td>
<td>Small Unmanned Aircraft Systems</td>
</tr>
<tr>
<td>Tx</td>
<td>Transmitter</td>
</tr>
<tr>
<td>UAS</td>
<td>Unmanned Aircraft Systems</td>
</tr>
<tr>
<td>UAV</td>
<td>Unmanned Aerial Vehicle</td>
</tr>
<tr>
<td>VLOS</td>
<td>Visual Line of Sight</td>
</tr>
</tbody>
</table>

4. **Document Control and Amendment Process**

All amendments to this Operations Manual are to be made by XXXXXXXX and must be recorded in the Amendment Record Page found at the front of this document. Each amendment is identified with an Amendment Number, Amendment Date, Amendments Incorporated and Incorporated by information header. Each USC and all relevant NAs will be informed of all major updates such as new aircraft or pilots. All ES Drone Lab employees will be informed of any changes to this Operations Manual and they must maintain a current up-to-date version either in electronic or paper format. All amendments will be signed off by the Accountable Manager Dr Karen Anderson.
5. Referenced Documents

<table>
<thead>
<tr>
<th>Reference</th>
<th>Full Title</th>
<th>Issue Number and Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAP 302</td>
<td>Mandatory Occurrence Reporting Scheme</td>
<td>9th Edition – 18th March 2011</td>
</tr>
<tr>
<td>CAA- IN2015/06B</td>
<td>Small Unmanned Aircraft – Acceptable Forms of Evidence for the Grant of a CAA Permission and Changes to the Approval Requirements for UK National Qualified Entities</td>
<td>1st Edition – 6th March 2015</td>
</tr>
</tbody>
</table>

6. Organisation and Personnel

6.1. Organisation

Organisation Name: ESI DroneLab
Organisation Type: Research and Commercial Environmental Surveying
Organisation Registration Number: RC006653
Country of Registration: UK

The ESI DroneLab is a no-complex operation, headed by Dr. Karen Anderson within the University of Exeter at the Environment & Sustainability Institute. Predominantly for remote sensing research, it now includes a spin-off enterprise to address the national commercial interest in ESI DroneLab's environmental surveying expertise. All research work will be conducted under the University of Exeter with all commercial work will be carried out either through the University of Exeter Consultancy Ltd. or through another third party commercial entity.

ESI DroneLab has third party public liability insurance as outlined below:

| Insurer: | XXXXXXXXXXX |
| Insurance Policy Number: | XXXXXXXXXXX |
| Insured amount: | XXXXXXXXXXX |
| Insurance Expiry Date: | XXXXXXXXXXX |

6.2. Nominated Personnel

Any one of the following listed personnel may be PIC, observer or spotter. Other personnel may be deployed as observers or spotters, after receiving suitable training from the PIC. ESI DroneLab does not use payload operators because our payloads operate autonomously (eg, are triggered by autopilot software), and thus do not require any significant level of in-flight operator input (in contrast to UAV deploying FPV). ESI Drone Lab does not typically undertake cinematography surveys. All data collected from ESI DroneLab UAVs are from science grade imaging or non-imaging systems.

| Remote Pilot Name: | XXXXXXXXXXX |
| Qualification: | XXXXXXXXXXX |
| Telephone number: | XXXXXXXXXXX |
| E-mail address: | XXXXXXXXXXX |
6.3. Responsibilities

UAS deployments will typically use two operators, a PIC and an observer; this can be extended to include ‘spotters’ if additional crew are available (i.e. a client on site) or where a complex mission requires it. It can also be appropriate and safe to use a single operator under the following conditions:

- Where lone working is deemed safe.
- Deployment is in non-congested areas (i.e. remote farmland and uplands).
- Where survey flights are autonomous (enabling PIC to also monitor GCS status, facilitated by audible updates regularly given by the accompanying laptop).

When only a single operator is present roles will be combined, but when two operators are present, roles will be allocated as follows:

PIC:

- The PIC on the day is responsible for supervising the operation of the UAS.
- Ensure all crew members are aware of their responsibilities by giving a Crew Briefing prior to flight.
- Ensuring the on-site assessment is completed correctly.
- Ensuring the aircraft is only operated within the stated limitations for that particular aircraft.
- Ensuring all pre-flight checks are completed and within the limitations stated on the pre-flight checklist.
- Ensuring the aircraft is not in any unsafe condition by completing the pre-flight checklist.
- Ensuring that the environment is safe for operation.
- Ensuring the camera is securely mounted and safely fixed to the UAV.
- Ensuring all required paperwork is completed (e.g. pilot & aircraft hours, battery log).

Observer:

- Ensuring the camera is operational (battery has sufficient power for planned operation, memory card fitted, lens clean, trigger mechanism enabled and working)
- Ensure the camera is mounted in the correct position for take-off and landing procedures.
- Maintain constant visual look-out for public and aircraft encroachments in to the flight zone.
- Ensure the position of the UAS is known at all times.
- Be prepared at all times to activate the fail-safe function on the UAS should the PIC become incapacitated.

Spotter:

- Supporting the observer to ensure the position of the UAS is known at all times.
- Supporting the observer to maintain constant visual look-out for public and aircraft encroachments into the flight zone.
PART B – AIRCRAFT AND OPERATIONAL CONTROL

7. Aircraft Technical Specifications

The table below shows specifications for UAS. Note that every component of these systems can be replaced or upgraded, provided changes are fully documented in the maintenance log for each UAS.

<table>
<thead>
<tr>
<th>Item</th>
<th>UAS Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platform</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>Registered Keeper</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>Manufacturer Name</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>Distributor Name</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>Airframe Make</td>
<td>3D Robotics 3D Robotics 3D Robotics Tarot</td>
</tr>
<tr>
<td>Serial Number</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>LIASSTM Registration Number</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>Airframe Type</td>
<td>Y6 (Coastal Helicopter) Y6 (Coastal Helicopter) Quad Copter Quad Copter</td>
</tr>
<tr>
<td>Span/Diameter [m]</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>Unladen Weight [kg]</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>Maximum Take-Off Mass [kg]</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>Propulsion Type</td>
<td>Electric Electric Electric Electric</td>
</tr>
<tr>
<td>Number of Motors</td>
<td>6 6 4 4</td>
</tr>
<tr>
<td>Motor Size</td>
<td>2212 multiphase brushless outrunner 2212 multiphase brushless outrunner 2212 multiphase brushless outrunner 4822 multiphase brushless outrunner</td>
</tr>
<tr>
<td>Motor [Kv]</td>
<td>050 050 920 690</td>
</tr>
<tr>
<td>ESC</td>
<td>3BR 20A 2.4S 2A@5V BEC running SimonK firmware 3BR 20A 2.4S 2A@5V BEC running SimonK firmware 3BR 4 in 1 @2-4S 2A@12V BEC running SimonK firmware 4BR 30A 2.4S 0.5A@5V BEC running BLHeil firmware</td>
</tr>
<tr>
<td>Flight Battery Type</td>
<td>LiPo LiPo LiPo LiPo</td>
</tr>
<tr>
<td>Flight Battery Capacity</td>
<td>48.5009 mAh-10.000 mAh 48.5009 mAh-10.000 mAh 3S 3000 mAh-5.200 mAh 4S 5.0009 mAh-12.000 mAh</td>
</tr>
<tr>
<td>Propeller Size</td>
<td>10 x 4.7 10 x 4.7 9.5 x 4.5 12 x 4.7</td>
</tr>
<tr>
<td>Flight Control System</td>
<td>APM 2.6 Fishhawk Fishhawk Fishhawk</td>
</tr>
<tr>
<td>Flight Controller Serial Number</td>
<td>XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX XXXXXXXXXX</td>
</tr>
<tr>
<td>Flight Control Power Supply</td>
<td>3DR Power Module</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Flight Control Software</td>
<td>ArduCopter (v2.2.1)</td>
</tr>
<tr>
<td>Navigation Unit</td>
<td>3DR Ublox L1A-6 GNSS + Compass module</td>
</tr>
<tr>
<td>Transmitter Male and Model</td>
<td>FrSky Taranis X9D</td>
</tr>
<tr>
<td>Transmitter Serial Number</td>
<td>XXXX.XXXXXA</td>
</tr>
<tr>
<td>Receiver Male and Model</td>
<td>FrSky X8R</td>
</tr>
<tr>
<td>Receiver Serial Number</td>
<td>NA</td>
</tr>
<tr>
<td>Aircraft Control Frequency and Power</td>
<td>2.4 GHz 100 mW</td>
</tr>
<tr>
<td>Ground Station Type</td>
<td>Active</td>
</tr>
<tr>
<td>Ground Station Male and Model</td>
<td>Any laptop running OS Windows 7 or above OR android tablet</td>
</tr>
<tr>
<td>Ground Station Software and version</td>
<td>Mission Planner V1.3.37 (on Windows platform) 0 R Tower (on Android platform)</td>
</tr>
<tr>
<td>Ground Station Telemetry Link Male and Model</td>
<td>3DR radio v2</td>
</tr>
<tr>
<td>Ground Station Telemetry Control Frequency and Power</td>
<td>433 MHz (using MAVlink protocol, Net ID: 10 SIK1.9 Firmware, up to 10 mW)</td>
</tr>
</tbody>
</table>
7.1. Photos of UAVs

Aircraft: XXXX

Aircraft: XXXX

Aircraft: XXXX
Aircraft: XXXX
7.2. Operating Limitations and Conditions

Centre of Gravity (CoG)

For the safe operation of aircraft, it is imperative that the aircraft is not unbalanced to the extent that handling characteristics are significantly reduced. To maintain the balance of the aircraft, payload and batteries must be mounted sufficiently close to the CoG. CoG for fixed wing airframes are stated by manufacturers and adhered to during the build process. Multi-rotor platforms centre of gravity (CoG) is at the centre of the airframe (in the X, Y, Z axes). On all aircraft described in this operating manual, the CoG is marked on the underside of each airframe by a blue sticker.

Balance Limitation

The balance limitation is the distance between the CoG (marked by a blue sticker) and the centre of balance (CoB) when the all components are loaded (battery, payload and any appropriate counterweights). The balance limitations for each aircraft are given in the table below. In the case of these ArduPilot controlled multi-rotor aircraft, autotuning can be undertaken to automatically adjust thrust generation from the motors to optimise the safe flight operation when the centre of balance is not aligned exactly with the CoG. To an extent, this eases the balance limitations to the value specified in the table below. These multi-rotor platforms will be considered significantly unbalanced - and therefore not capable of safe flight operations - if it simply maintains altitude requires >75% of the maximum thrust output for any single motor, or insufficient thrust from the more loaded motors to support safe flight operations.

The table below shows the UAS operational limitations.

<table>
<thead>
<tr>
<th>Limitation</th>
<th>Units</th>
<th>Platform</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational Endurance ³</td>
<td>minutes</td>
<td>XXXXXX</td>
</tr>
<tr>
<td>Maximum Permissible Air-speed</td>
<td>m s⁻¹</td>
<td>15</td>
</tr>
<tr>
<td>Maximum Outside Air Temperature</td>
<td>°C</td>
<td>40°C</td>
</tr>
<tr>
<td>Minimum Outside Air Temperature²</td>
<td>°C</td>
<td>-20°C</td>
</tr>
<tr>
<td>Maximum Permissible Wind Speed Including Gusts³</td>
<td>m s⁻¹</td>
<td>13.4</td>
</tr>
<tr>
<td>Maximum Permissible Wind Speed, Gusts, over constant, up to maximum permissible</td>
<td>m s⁻¹</td>
<td>4.47</td>
</tr>
<tr>
<td>Operational Ceiling⁴</td>
<td>M (m/s)</td>
<td>2,000</td>
</tr>
<tr>
<td>Broadcast Frequency Signal Strength⁵</td>
<td>MHz</td>
<td>2.4 GHz @ 130 mW, &amp; 433 MHz @ 10 mW</td>
</tr>
</tbody>
</table>

¹NE, Operational endurance will vary depending on payload weight and battery capacity.
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2 If flight operations are planned for outside air temperatures below -5°C, careful attention should be paid to the crew’s clothing and their ability to safely operate the equipment (including for TX and GCS).

3 13.4 m s⁻¹ = 48 kph = 30 mph = 25 kn. 10 m s⁻¹ = 36 kph = 22.5 mph = 20 kn. Wind speeds are typically higher at flying altitudes compared with ground level, so an approximation is considered of an increase of up to 10% at the (UK VLOS maximum) flying height of 121.9 m, combined with dynamic site assessment of wind conditions in relation to local topography.

4 Air density is critical for the operation of all aircraft. Air density is inversely related with altitude, air temperature and moisture content of air. The operational ceiling is given as the altitude below which the platform handling characteristics will not normally be greatly impacted by changes in air density. Within the constraints of VLOS operations (i.e., within 121.9 m of the ground surface), flight operations above 2000 m are possible, but platform endurance and carrying capacity will be reduced, particularly for multi-rotor UAVs. This reduction may be approximated as a 1% reduction in flight time per 100 m of altitude.

5 NB: The transmission of control and telemetry signals at the 2.4 G Hz and 433 MHz frequencies can be greatly impeded by moisture in the atmosphere; for further details on remission frequencies and powers, please refer to the aircraft technical specification in section 7.

7.3 Types of Operation

<table>
<thead>
<tr>
<th>Operation Type</th>
<th>UAS Utilised</th>
<th>Payload Fitted</th>
</tr>
</thead>
</table>
| VLOS – Terrestrial      | XXXX, XXXXX, XXXX, XXXX | **Compact Cameras**: e.g., Canon Powershot
| Survey                  |              | S100/S110/D30, Panasonic Lumix LX5, Canon GF3,    |
|                         |              | Ricoh GR, GoPro, SLRs: e.g., Nikon D600.          |
|                         |              | Thermal Cameras: e.g., FLIR Tau2640, Optris PH50. |
|                         |              | Multispectral Cameras: e.g., Tetracam Micro MCA.  |
|                         |              | Hyperspectral Cameras: e.g., Tetracam.            |
| VLOS – Sea Survey       | XXXX, XXXXX, XXXX, XXXX | **Compact Cameras**: e.g., Canon Powershot
|                         |              | S100/S110/D30, Panasonic Lumix LX5, Canon GF3,    |
|                         |              | Ricoh GR, GoPro, SLRs: e.g., Nikon D600.          |
|                         |              | Thermal Cameras: e.g., FLIR Tau2640, Optris PH50. |
|                         |              | Multispectral Cameras: e.g., Tetracam Micro MCA.  |
|                         |              | Hyperspectral Cameras: e.g., Tetracam.            |
| VLOS – Animal Survey    | XXXX, XXXXX, XXXX, XXXX | **Compact Cameras**: e.g., Canon Powershot
|                         |              | S100/S110/D30, Panasonic Lumix LX5, Canon GF3,    |
|                         |              | Ricoh GR, GoPro, SLRs: e.g., Nikon D800.          |
|                         |              | Thermal Cameras: e.g., FLIR Tau2640, Optris PH50. |
|                         |              | Multispectral Cameras: e.g., Tetracam Micro MCA.  |
|                         |              | Hyperspectral Cameras: e.g., Tetracam.            |
8. Maintenance Principles and Regime

Only ESI DroneLab staff or ESI DroneLab trained technicians can carry out maintenance to unplugged aerial systems. In all cases the UAS maintenance logbook must be filled in to reflect any work completed and a flight test which tests all functions must be carried out by a registered, qualified ESI DroneLab pilot. All ESI DroneLab logbooks are stored in an online directory.

8.1. Routine Maintenance

The ESI DroneLab splits routine maintenance into 3 sections:

- Firstly, there are the Pre-Flight and Post-Flight checklists as shown in Appendix D. These will be carried out by an ESI DroneLab pilot every time an ESI DroneLab aircraft is operated.
- Secondly, there is the minor level service also shown in Appendix C. This type of service is performed every time a vehicle has been operated for five hours, or when deemed necessary. These will be carried out by an ESI DroneLab pilot or an ESI DroneLab trained technician.
- Finally, there is the major level service also shown in Appendix C. This type of service is performed either yearly or every fifteen hours of flight time, whichever comes first. These will be carried out by an ESI DroneLab pilot or an ESI DroneLab trained technician.

Minor and major level services will be recorded in each UAS maintenance logbook along with any findings. Any issues identified must be remedied and the aircraft must undergo a full flight test before the aircraft is returned to operational status.

If any issues or problems are identified then the aircraft must not be allowed to fly until the issue has been remedied. If minor problems (damaged propeller, faulty battery pack etc.) are identified and remedied and the PIC believes the aircraft is suitable to return to operational status then the work completed should be noted in the UAS maintenance logbook. If major issues are identified (unserviceable motor, damaged airframe etc.) then the aircraft must undergo a full flight test regime as shown below once the identified fault has been remedied.

FULL FLIGHT TEST

The system must have all functions thoroughly tested with a minimum of ten minutes flight time by a qualified ESI DroneLab pilot, with any abnormalities recorded in each aircraft’s operating hours logbook. If the PIC deems the aircraft safe then they will sign the UAS operating hours logbook as fit for operational use. If any doubts exist as to the new upgrade then the aircraft should be subjected to further testing to isolate and rectify the problem, or downgraded to the previous firmware and the flight test procedure repeated.

8.2. Software and Firmware Update Policy

From time to time it will be necessary to update the software used by various components of the UAS. In all circumstances the upgrade should only be performed by trained ESI DroneLab personnel. All upgrade information such as version numbers and new functions must be recorded in the UAS maintenance logbook.

Any upgraded system must then have all functions thoroughly tested with a minimum of ten minutes flight time by a qualified ESI DroneLab pilot, with any abnormalities recorded in the UAS operating hours logbook. If the PIC deems the aircraft safe then they will sign the UAS operating hours logbook as fit for operational use. If any doubts exist as to the new upgrade then the aircraft should be subjected to further testing to isolate and rectify the problem, or downgraded to the previous firmware and the flight test procedure repeated.
9. **Supervision of Unmanned Aerial System (UAS)**
When in-flight the ESI DroneLab PIC on the day is responsible for supervising the operation of the ESI DroneLab UAS.

10. **Incident Investigation and Mandatory Occurrence Reporting**
Any incidents or occurrences will be dealt with by ESI DroneLab as follows:

10.1. **Incident Handling**
In the event of any incident, the severity must be assessed. The following lists should help to identify minor and major incidents:

**Minor Incidents**
- Any unusual or unexpected flight behaviour from the aircraft which does not result in damage or loss.
- Any failure of any aircraft system which does not result in damage or loss.

**Major Incidents**
- Any unusual or unexpected flight behaviour from the aircraft which results in damage or loss.
- Any significant damage to the aircraft caused by an aircraft system failure.
- Any significant danger to persons, possessions or property during flight operations.
- Any public encroachment or aircraft incursions which required preventative measures to avoid.

10.2. **Incident Logging**
All MINOR incidents should be logged in the Aircraft Operating Hours Logbook. Upon noting a minor incident the logbook should be checked for similar occurrences. If a minor incident occurs three times then an investigation should be initiated to identify the cause and consider implementing steps to reduce the likelihood of this incident occurring again.

All MAJOR Incidents require an investigation as outlined in the Investigation Procedure section (10.3) and the incident Logbook should be completed.

10.3. **Investigation Procedure**
Any investigations undertaken by ESI DroneLab will follow the procedure shown below. EuroUSC™ will be advised initially of any occurrence with a simple statement of the known facts such as date, time, location, aircraft involved, PIC, damage sustained and a brief description of the occurrence. EuroUSC™ will also then receive a copy of the final investigation report once completed.

**Introduction**
The introduction contains the context for the Incident and confirms the major facts as to the companies and people involved, why they were present and the reason for the flights being carried out.

**Description of Events**
This is a factual account of the events leading up to and immediately after the incident as well as the incident itself. Its aim is to provide an agreed basis upon which the analysis is carried out.

Importantly any assumptions should be clearly stated and all data provided should have its authenticity and derivation stated. If there are doubts then these should also be clearly articulated so that future analysis can take this into account.
Analysis

The analysis of events sets out to find explanations for what is described in the description of events. Wherever possible the analysis draws upon known concepts, models and physical understanding to ensure that the events as described have a logical explanation.

The analysis should set the scene for any conclusions and provide traceability from the facts to the conclusions in a logical and auditable way.

Conclusions

The conclusions are derived from the analysis, which themselves are based upon the facts in the description of events or the facts as they pertain to concepts, models and physical understanding exposed within the analysis. A strong conclusion is one where this traceability is good and can stand up to scrutiny.

Recommendations

The aim of the recommendations is to provide the organisations or personnel identified for the report with those items and actions that can lead to a safer operation and which address the short-comings highlighted through the investigation process. These may cover anything however the key issue of safety must be addressed and is the primary concern of EuroUSC.

10.4. Mandatory Occurrence Reporting

Mandatory Occurrence Reporting will be completed as required by the National Aviation Authority for the particular country of operation. For example, when operating in the United Kingdom the compliance document is the UK Air Navigation Order CAP392 which states “Any incident which endangers or which, if not corrected, would endanger an aircraft, its occupants or any other person” is a reportable occurrence. Reporting will be carried out utilising the form SRG 165L (available from https://www.caa.co.uk/application.aspx?catid=53&pageview=65&appid=11&mode=detail&id=5089).

In the event that a person is injured or killed the PIC or other nominated ESI DroneLab personal will also contact the UK Air Accident Investigation Branch (AAIB); the AAIB operates a 24 hour hotline, +441223 512296, and following registration of the incident the AAIB will advise you whether anything additional is required. This complies with CAP 393 – Section 226.

11. Operation of Multiple Aircraft

Not applicable at present time, due to CAA restrictions.
12. **Flight Team**

12.1. **Qualification Requirements and Currency**

All personnel operating as PIC for ESI DroneLab must be at least eighteen years of age and have undertaken the following:

- BNUCS™ Qualification (assessed through Theory Examination & Flight Operations Examination)
- ESI DroneLab Operational Training

ESI DroneLab pilots are required to maintain operational currency standards by ensuring that they operate a remotely piloted platform for at least thirty minutes flight time in every two calendar months. This may be completed with training flights or in circumstances such as periods of adverse weather conditions a flight simulator may be permitted. All ESI DroneLab pilots maintain an up-to-date pilot hours logbook, on an online repository, is available for submitting to EuroUAV™ once a year if requested.

12.2. **Crew Health**

It is the responsibility of the individual to determine if they are in a physically and mentally fit condition to operate as part of the Flight Crew for ESI DroneLab. All Flight Crew members must be capable of clearly reading a vehicle registration number plate from twenty metres distance. ESI DroneLab Flight Crew members shall not operate if they are under the influence of alcohol. All Flight Crew members taking prescription drugs should seek professional guidance and also advise the PIC. Any Flight Crew members should advise the PIC or Observer if an aircraft is in flight immediately if they feel unable to continue with their assigned responsibilities. All ESI DroneLab Pilots are limited to a maximum of four hours flight time in any twenty four hour period.

13. **Logs and Records**

ESI DroneLab will maintain up-to-date information and operational logbooks for:

- Aircraft and Pilot Operating Hours Logbook
- Battery Logbook
- UAS maintenance Logbook
- Incident / Accident Logbook

Please see Appendix E for details of the information recorded in these logbooks.
PART C – FLIGHT PLANNING AND PREPARATION (Pre-Site)

14. Determination of intended Task and Feasibility
Initial customer enquiries should be captured using the job specification form found in Appendix C. A pre-
site survey form, risk assessment form and an on-site survey form should also be combined with this.
Initial contact form to produce a 'job file', a hard copy of which will be taken On-Site whilst the Flight
Operations are undertaken. This job file will be retained for at least three years for future reference if
required.

15. Operating Site Location and Assessment
The pre-site assessment survey form found in Appendix C should be completed by any trained ESI
DroneLab personnel.

16. Risk Management
Hazards potentially affecting normal flight operations will be evaluated by ESI DroneLab personnel, using
the risk assessment forms found in Appendix C. This risk assessment, and identified controls to mitigate
risks are recorded in Appendix C.

17. Communications
Contact telephone numbers for the following must be recorded on the On-Site Survey Form which can be
found in Appendix C before embarkation to the site. This task is best carried out at the planning stage
whilst the Pre-Site Survey form is being completed. When on-site all ESI DroneLab crew members must
carry a mobile phone.

18. Pre-Notification
Pre-notification is required if a planned flight operation is to take place within two and a half nautical
miles of any aerodrome (in the UK). The PIC should contact the local control tower to advise the controller
of the planned flight operation at least twenty four hours before the planned flight. If applicable, contact
details for the tower will be recorded on the relevant pre-site assessment form.

If the planned flight operation is to take place in areas where there is likely to be members of the public, it
may be appropriate to inform the local police. The contact number can be found on the On-Site
Assessment form.

If the flight operation is to take place in highly congested areas such as housing estates a leaflet drop must
be considered at least seven days in advance to advice members of the public of proposed flight
operations. For operations in public areas where public address systems are available, it is desirable for
an ESI DroneLab employee to announce planned flight operations at least one hour before
commencement.

19. Site Permissions
ESI DroneLab will obtain prior permission from all landowners over which flight operations are to be
conducted. The permission will preferably be obtained by e-mail as part of the pre-site assessment
process, though in some instances it may be necessary to obtain the clients written signature from the
client on site. No flight operations will commence without permission from all relevant landowners. If
operations are within a congested area, landowner permission should also be obtained from any properties within 50 m of the proposed flight path.

20. Weather Forecasts

In the week leading up to any flight operation ESI DroneLab will obtain long range weather forecasts. Twenty four hours before the proposed flight operations a further weather forecast will be obtained. The PI will then review the weather forecast and, based on the aircraft limitations, make a decision about the feasibility of the planned flight operations. If possible, clients should be informed at least twenty four hours in advance if flight operations are to be postponed. Weather forecasts are available from the following websites:

- UK Meteorological Office (http://www.metoffice.gov.uk/public/weather/forecast)
- Norwegian Meteorological Office (http://www.ve.no/place/United_Kingdom/England/)
- MetCheck (http://www.metcheck.com/UK/)

21. Preparation and Serviceability of Equipment

ESI DroneLab will ensure that all aircraft are kept in a serviceable condition through routine maintenance and the following checklists which can be found in Appendix B:

- Embarkation Checklist
- Arrival Checklist
- Pre-Flight Checklist
- Post-Flight Checklist
- Minor Level Service Checklist
- Major Level Service Checklist

The ESI DroneLab PI on the day is responsible for ensuring that all checklists are completed correctly. The ESI DroneLab PI must check the Aircraft Maintenance Logbook for any issues and ensure that all required flight batteries are fully charged and ready to use before arriving at the operations site location.
22. **On-Site Assessment Survey**

Upon arrival at the operating site location, the ESI DroneLab PIC will carry out an on-site assessment survey to familiarize themselves with the local geography of the site. This is completed by physically walking around the site to assess any hazards marked on the Pre-Site Assessment Form. If additional crew are present, it is advisable to carry out this procedure with all present, so that all issues can be discussed as they are found. All findings should be recorded using the on-site assessment form found in appendix C. To facilitate crew orientation and assist with flight operations, it may be helpful to use utilise a smartphone running the GPS test application (available from [https://play.google.com/store/apps/details?id=com.eclipseimgosstatus2&hl=en_GB](https://play.google.com/store/apps/details?id=com.eclipseimgosstatus2&hl=en_GB). This complies with CAP 722 – Appendix A3/4.

23. **Selection of Operating Areas**

The ESI DroneLab PIC should select a position from which to launch and operate the UAS; this position should ensure full VLOS over the AOI and preferably positioned between the AOI and the sun, to avoid visual impairment during UAS operation. This position should be discussed with the observer, when present.

The ESI DroneLab PIC should select a take-off/landing zone and, where available, backup landing area. This zone should be discussed with the observer, when present, and should:

- Be clear of physical obstacles (e.g., overhanging trees, rocks, buildings, power lines etc.)
- Be on level terrain (avoiding steep slopes)
- Consider effects such as wind shear (caused by vegetation, buildings, clutter etc.)
- All buildings and persons not under the control of the PIC must remain 30 metres away from the aircraft for take-off and landing, and 50 metres away during flight.

24. **Weather Checks**

The ESI DroneLab PIC for the operation must assess the local weather conditions. Predicted wind speed (in m/s), precipitation or humidity and outside air temperature will be monitored in the days leading up to the operation. If weather conditions are forecast as suitable then flight checks will be undertaken on-site obtained by both visual assessment and using a handheld anemometer. The wind direction can be obtained using a compass feature of a smartphone. The Rain Today application ([http://www.rainbyday.co.uk/](http://www.rainbyday.co.uk/)) could also be consulted for operations in the UK. This gives information about the path rain has taken and predictions can be made from this. The on-site weather information should be recorded on the on-site survey form.

The K’ index describes the interference electromagnetic ranges from 0-9, 0-3 is fine for flight operations, 4-5 caution is advised when working with GNSS guided modes, 6-9: expect poor GNSS performance (do not commence flight operations relying on GNSS guided-modes).
25. **Crew Briefing**
If possible, details of the mission should be issued to the observer at least twenty four hours prior to the planned mission. Where an observer is present, the ESI DroneLab PIC will give a briefing before any flight operations take place. The briefing must cover the criteria listed below:
- Advise Observer of Take-Off, Landing, Emergency and Operating areas.
- Confirm flight plan with the crew, including expected flight times, durations and quantities.
- Ensure Observer is familiar with the GCS & Tx/Recei function.
- Check that the crew are happy to proceed.
- Issue two-way radio communication devices if required and state channel to use.

26. **Crew Clothing**
All ESI DroneLab flight crew members should check the weather forecast before the planned flight operation and be wearing suitable footwear and clothing (that as a minimum covers at least part of the body) to the operating site. Whilst on site, photo identification (e.g., University of Exeter Identity Card, or UK driving licence) must be carried. The use of high-visibility clothing by members of the flight crew should be considered by the PIC prior to flight operations.

27. **Cordon Procedure**
The pre-site assessment should have identified if a cordon is required, but this decision will be re-evaluated on-site by the ESI DroneLab PIC. If large numbers of the public are expected then a cordon should be established fifty metres around the planned flight path. This cordon should be set out using cones and safety tape. Signs should be placed every 40 metres advising members of the public that UAS flight operations are in progress. Extraspaters may be required to be positioned at gates or on public footpaths to advise members of the public about the dangers of entering the area. Gates may be closed, access may be restricted but spotters may not detain any members of the public or prevent them from accessing public rights of way. The spotters are there to advise on the dangers of entering restricted areas and to advise the PIC about public encroachments. If the location is set in a more rural area then a local cordon around the take-off and landing area may be utilised, this can be as little as four markers set out into a five metre square. It is the responsibility of the spotter to ensure that the PIC is aware of any encroachment from a member of the public. As previously explained, the autonomous UAS operations enables some interaction of the PIC with the observer while sufficiently supervising the aircraft.

28. **Aircraft Communications**
As part of the on-site assessment survey the ESI DroneLab PIC will ascertain the quality of the positional solution afforded by the GNSS by using the GCS, and consideration should be given to buildings and structures which could obstruct or distort (e.g., multipathing) GNSS signals. The GCS will notify the PIC of the number of satellites detected and the PDOP value. All airframes are fitted with an APM enabled flight controller that have GNSS pre-flight check inbuilt, whereby a minimum of 6 satellites producing a PDOP signal value of 2.5 or less is required for the UAS to arm for flight.

Because the UAV flight controller has a sensor suite (including barometer, accelerometers and magnetometer) that support flight operations, if the GNSS-derived position solution does not meet the requirements of the pre-arm flight check, due to insufficient signal strength from the available satellite constellation, it may be appropriate in some cases (e.g., small survey areas in remote locations where horizon view may be obscured by topography and/or vegetation) for the PIC to override this pre-flight check in order to undertake a manual flight to complete the task at hand. This will restrict link fail-safe options to ‘land’ immediately, rather than the standard ‘return-to-launch’.

The aircraft controlling link is established on the 2.4GHz frequency at 100 mW. These frequencies can be susceptible to interference from other devices, particularly in urban areas. In all instances, all WiFi
enabled devices (including phones, laptops, and cameras) in the proximity of flight operations should have the Wi-Fi turned off for the duration of flight operations. Importantly, the primary control link (Tx - FrSky Tarans and Re - FrSky X8R combination) use a frequency hopping spread spectrum (FHSS) method, ensuring a robust and virtually interference-free 2.4 GHz link. They also use (EU) ETSI EN 300 220 compliant listen-before-talk firmware.

GCSS telemetry is communicated on the 433 MHz frequency using SIK Radio (JVR’s version) HM-7RF radios flashed with SIK 1.9 firmware and the MAVlink communication protocol at 10mW power on a 10Hz cycle (00com BR2030/11/10 compliant). As with the FrSky equipment, they also utilise FHSS and listen-before-talk to ensure robust communication and EU compliance. If the 2.4 GHz primary control link becomes inoperable for any reason (e.g., Tx malfunction or interference), the GCSS telemetry link can be used as a backup control link, allowing redirection of the UAV to a safe landing site (should the RTL home location become unsafe, for example, due to encroachment by puppies). These procedures are compliant with CAP 722 – Section 5.

29. Charging and Fitting of Batteries

The ESI DroneLab trained personnel are responsible for charging the battery packs. All battery packs should be checked as part of the embarkation checklist found in Appendix D. All ESI DroneLab battery packs will be identified by a unique identification code, written on each battery pack. These battery identification codes are recorded in the battery charge logbook, which is stored in an internal directory. The ESI DroneLab’s protocols for safe storage, charging, transportation, and discharging are intended to significantly reduce the risk of Lithium Polymer (LiPo) battery failure. The main causes of LiPo batteries failure are: over-discharging (below 3.2 V per cell), over-charging (above 4.2 V per cell) and excessive heat (>50°C; typically due to excessive current draw or charging too rapidly, especially when ambient temperatures are high). Relevant battery information will be recorded in the battery charge logbook, an example of which can be found in Appendix E. The ESI DroneLab parameters for use of LiPo batteries are as follows:

- Charging
  - Battery packs will be charged to a maximum of 4.2 V per cell (i.e., 35 = 12.6 V; 45 = 16.8 V).
    - A balance charger will be used for every charge cycle to avoid unequal charging of cells.
    - Battery packs will be charged at a rate of 1C for packs with a discharge rate of <20°C, and a rate of up to 2C for packs with a discharge rate of ≥20°C. Charge rate can be calculated as Charging Amps = battery capacity (mAh) × 1C (e.g., 6000 mAh capacity battery @ 1C = 6A, 6000 mAh @ 2C = 12 A, etc.).
  - The procedure for flight battery charging is:
    - Check the battery voltage using a voltage meter.
    - Set the appropriate settings on the charger for the battery.
    - Connect the battery to the charger charge lead and balance lead.
    - Place the battery pack into a Lipo-Safe bag and start the charge cycle.
    - Charging battery must never be left unattended.
    - When battery is charged record the Vlevel in the charge logbook.
    - Switch off the charger and disconnect the battery pack and place in the “ready to use” Lipo-Safe bag.

- Storage
  - Batteries will be stored with a charge of between 40 to 70% (between 3.5 V to 3.9 V).
  - All batteries will be stored in Lipo-Safe bags.
  - Where available, batteries will be stored in a fridge (NB, LiPo batteries should be allowed to warm before charging).
  - If a battery pack is not used in any three-month period it must be checked and topped up to storage or flight capacity as required.
- Use
  o Before any battery is to be used in flight, the voltage must be checked using the battery checker, and the indicated capacity should be sufficient for the planned flight.
  o Balance of battery pack cells to be checked pre-flight charging with a battery checker
  o Battery packs must NEVER be discharged below 3.2 V per cell

- Replacement
  o Battery packs can be used commercially for up to 150 cycles or 3 years, whichever comes first
  o Battery packs will be suspended from use if there is (i) a noticeable drop in capacity (manifesting as noticeable drop in flight endurance), (ii) the charge cannot be balanced to within 0.1 V across the cells, or (iii) if any signs of physical deterioration are observed (e.g., puncturing of the battery pack casing, or bulging).
  o Suspended batteries will be disposed of through the recognised battery disposal area at the local authority refuse site. For safety reasons, it’s best that LiPo cells are fully discharged before disposal (however, if physically damaged it is NOT recommended to discharge LiPo cells before disposal).

30. Loading of Equipment
The ESI Drone Lab Observer (or PIC if no Observer) is responsible for ensuring that the payload is ready to use. If the payload is a camera, the memory card should have sufficient space for the mission and the battery should be charged.

The ESI Drone Lab PIC is responsible for ensuring that the aircraft does not operate in excess of the stated maximum take-off mass. The PIC is responsible for ensuring that the payload is securely fitted to the airframe; all payloads require two mechanical fixings such as a retaining bolt, a safety lanyard or another fixing such as a Velcro strap before flight operations can commence. The PIC should ensure that when the payload and battery is loaded, the center of balance complies with the balance limitations state for each platform (balance limitations for each platform are described in section 7.2). Under no circumstances should the aircraft fly if the balance is impaired.

31. Pre-Flight and Post-Flight Checks
The ESI Drone Lab PIC on the day must complete the following checklists as required:

The Embarkation checklist must be completed in advance of departure before the equipment is brought to site.

The Arrival checklist must be completed as soon as the PIC reaches the intended flight operation location.

The Pre-flight checklist must be completed immediately prior to any flight operation.

The Post-flight checklist must be completed immediately after landing.

All checklists can be found in Appendix D. If any fault or problem is found which cannot be remedied then the intended flight operations must be postponed until a solution is found. Any interrupted checklist procedure must be restarted from the beginning.

All airframes are fitted with an ArduPilot (both ArduCopter and ArduFlame) enabled flight controller. This software includes a series of automatic pre-arm safety checks, which will prevent the vehicle from arming if any problems are identified. These checks include (but are not limited to):

- Missed Tx to Recalibration
- Missed magnetometer (compass) calibration or compass error
- Bad IMU sensor data
- Barometer failure
- POOP in excess of 2.5
- Error with dual accelerometer error
- Error with dual gyroscope data
- Error in power supply to flight controller

There is also a pre-flight check for GNS5 position solution, which requires a minimum of 6 satellites producing a POOP signal value of 2.5 or less is required for the UAV to arm. If the position solution does not meet the requirements of the pre-arm flight check, due to insufficient signal strength from the satellite constellation, and because the flight controller has a sensor suite (such as barometer, accelerometers and magnetometer) that enable flight via dead-reckoning, it may be appropriate in some cases (e.g. small survey areas in remote locations with high topographic relief which occludes the horizon and thus GNS5 constellation) for the PIC to override this pre-flight check in order to undertake a manual flight to complete the task at hand.

32. Flight Procedures
The following procedures are basic guidelines for ESI DroneLab flight crew. As far as practically possible these procedures must be complied with. The ESI DroneLab PIC on the day is responsible for supervising the operation whilst the aircraft is in flight, and organising the safe distribution of supporting operatives before the aircraft is in flight.

32.1. Start-up Procedure
The following procedure is to be completed by the PIC

- Check flight battery pack with battery checker, ensure cells are balanced and voltage is sufficient to complete the mission safely.
- Record battery pack identification code and voltage in the battery logbook
- Switch on the aircraft control Tx and ensure Tx battery level is sufficient to complete the mission
- Ensure aircraft is level and stable, then fit the flight battery and allow the flight controller to perform calibration checks whilst untouched. If using a fixed wing, ensure aircraft is pointing into wind.
- Connect UAS to GCS to ensure pre-arm checks passed.
- Ensure ALL switches on the aircraft control Txs are set correctly.
- Read waypoints from flight controller to ensure mission is correct and ready.
- Test camera trigger if applicable.
- Test camera gimbal operation and move to take-off position if applicable.
- If flying a fixed wing, arm UAS via safety switch to test flight control surfaces from both the Tx and in flight controller stabilized modes. Disarm UAS via safety switch until ready to launch.
32.2. Take-off Procedure Multi-rotors

The following procedure is to be completed by the PIC for Multi-rotors:

- Make a 360° visual sweep of the area (Pay particular attention to airspace and public encroachments).
- Confirm with the observer that it is clear to take off.
- Check and note the time.
- Call "Taking Off" and start the motors (Move the left transmitter stick to bottom right).
- Check throttle response between 0-30%.
- If flying a fully autonomous mission and depending on weather, take a final look above the aircraft and switch to auto mode, then apply greater than 30% throttle to start autonomous mission.
- If taking off in a stabilized mode, take a final look above the aircraft and power up to 3/4 power (Use a rapid movement). This assertive take-off minimizes destabilization due to ground cushion effects.
  - Climb to approximately 5-10 m and engage altitude hold or letter to test function.
  - Test yaw and cyclic controls (Use small gentle movements and ensure aircraft reacts correctly).
- Check battery status and number of satellites being tracked.
- Confirm with observer that the planned flight operation is still good to go ahead.

32.3. Take-off Procedure Fixed Wing

The following procedure is to be completed by the PIC for Fixed Wing:

- Make a 360° visual sweep of the area (Pay particular attention to airspace and public encroachments).
- Confirm with the observer that it is clear to take off.
- Check and note the time.
- Observer to arm via safety switch and hand launch aircraft.
- Call "Taking Off" and start the motors (Move the left transmitter stick to bottom right).
  - Check throttle response between 0-30%.
- If flying a fully autonomous mission, take a final look above the aircraft and switch to auto mode, then apply 50% throttle, then hand launch to start mission.
- If taking off in FBWA (Fly-By-Wire A mode - this is the fixed wing equivalent to AltHeld mode in ArduCopter) mode, take a final look above the aircraft and power to 50% power (Use a gradual movement). Observer will then count down from 3 to hand launch. PIC will apply additional control input or throttle if UAS has been hand launched.
- Climb to approximately 30 metres and reduce power to cruise.
- Test roll, pitch and yaw controls (Use small gentle movements and ensure aircraft reacts correctly).
- Check battery status and number of satellites being tracked.
- Confirm with observer that the planned flight operation is still good to go ahead.
- Engage auto and advise observer, observer to confirm that UAS is heading to waypoint 1.

32.4. In-flight Procedure

The following procedure is to be completed by the PIC and, where applicable, observer. This complies with (complying with CAP 353 and CAP 722):

- PIC to keep aircraft within visual line of sight (VLOS), within a 500 m wide by 121 m high bubble.
- PIC to maintain primary focus on the aircraft and immediate surroundings.
- PIC to ensure they can hear audio notification from GCS for key flight parameters (telemetry status, LAT/LON position, distance to next waypoint, flight battery voltage, PDOP, altitude, flight mode, triggered fault safe). Where an observer is present, this information could also be monitored by the observer.
- Observer to maintain visual lookout for public encroachments and airspace incursions.
32.5. **Landing Procedure for Multi-rotor**
The following procedure is to be completed by the PIC and observer.
- If observer is present, PIC to confirm intention to land in an autonomous or manually piloted mode.
- PIC and observer to visually check landing area to ensure it is safe to land.
- If the UAS is in RTL, the UAS will automatically land at the designated home location within a brief period of time. At 10 metres altitude to allow PIC to make any last minute adjustments to position or to take manual control of UAS for landing.
- PIC to take a final look below the aircraft and call “Landing”.
- If in RTL mode, PIC must cut power to throttle 1 m above the ground to allow the flight controller to disengage motors.
- If in a manual mode, PIC to reduce power and land the aircraft (*Be aware of ground effect*).

32.6. **Landing Procedure for Fixed Wing**
The following procedure is to be completed by the PIC and observer.
- PIC to confirm with observer if in an RTL or auto land mode.
- PIC to advise observer of intention to land if in a manual mode.
- Observer to visually check landing area to ensure it is safe to land.
- PIC to perform a final look below the aircraft and call “Landing”.
- If the UAS is in auto land mode, the UAS will fly an approach into wind and auto land.
- If the UAS is in RTL, the UAS will return to take-off location and enter circle mode.
- PIC will fly UAS on landing approach into wind.
- If in a manual mode, PIC to reduce power to land the aircraft.

32.7. **Shutdown Procedure**
The following procedure is to be completed by the PIC.
- Upon touchdown, stop the motors (*Move the left transmitter stick to the bottom left corner*).
- Approach the aircraft, disarm UAS via safety switch, disconnect the flight battery pack and call “Aircraft Safe”.
- Turn off camera.
- Check and note the time.
- Switch off the aircraft control Tx.
- Disconnect GPS link with UAS.
- Check flight battery pack voltage with battery checker.
- Fill in pilot, aircraft hours and battery logbook.

33. **Emergency Procedures**
Below is a list of Emergency Procedures for various scenarios which should be adhered to by the ESI DroneLab PIC Spotters may need to utilise two-way radios to communicate with the PIC to ensure that their calls can be heard by the rest of the crew. Any emergency situation should be recorded in the Aircraft Hours Logbook under the “notes” section. Refer to Section 10 for Incident Handling Procedures.

33.1. **Flight Controller Failsafe**
Tx or Rx failsafe (not compatible with G-UAV-IRIS)

The failsafe will trigger if:  
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- The Tx is turned off
- The vehicle travels outside of RC range (usually at around 500 m ~ 700 m)
- The Rx loses power (unlikely)
- The wires connecting the receiver to the flight controller are broken (unlikely).

When a radio failsafe is triggered one of the following will happen:

- Nothing if the vehicle is already disarmed
- Motors will be immediately disarmed if the vehicle is landed OR in stabilize mode and the throttle is at zero
- If the UAV is armed, has a GNSS lock and is more than 2 meters from the home position, the flight controller will initiate return-to-launch (RTL)
- If the UAV is armed but has no GNSS lock, the flight controller will initiate land

None of these UAVs are currently fitted with retractable landing gear. If the failsafe clears (i.e. transmitter and receiver regain contact) while in flight, the autopilot will remain in the current flight mode — RTL. It will not automatically return to the flight mode that was active before the failsafe was triggered. To change the flight mode, the pilot will need to actively switch the flight mode switch to another position.

**Battery failsafe**

The failsafe will trigger if:

- The main battery voltage drops below 3.6 volts per cell (i.e. 10.8V for a 3S and 14.4V for a 4S) for more than 10 seconds. Note that the PIC may decide to increase these limits if they believe that the operating environment requires an increased safety margin (for example, operations over water, congested airspace or in windy conditions).

When the failsafe is triggered one of the following will happen:

- Nothing if the vehicle is already disarmed
- Disarm motors if the vehicle is in Stabilize and the throttle is at zero OR the vehicle is landed
- Return-to-Launch (RTL) if the FS_RCTT_ENABLE parameter is set to "2" ("RTL") OR the vehicle is in AUTO mode, has a GNSS lock and are at least 2 meters from your home position
- Land in all other cases

**GNSS/EKF failsafe**

- APM 2.5 with ArduCopter 3.2
- Pixhawk with ArduCopter 3.3

The GNSS failsafe will trigger if the UAV loses GNSS lock or experience a GNSS Glitch for 5 seconds while in a mode that requires the GNSS (Auto, Guided, Loiter, RTL, Circle, Position or Drift) mode. If triggered the GNSS failsafe will of the following will happen it will initiate an Attitude, and not allow a change of flight mode to a mode requiring GNSS.

The GNSS failsafe is now described as an Extended Kalman Filter (EKF) failsafe.

ArduCopter and ArduPlane can use an EKF algorithm to estimate vehicle position, velocity, and angular orientation based on rate gyroscopes, accelerometers, magnetometers, GPS, airspeed and barometric pressure measurements. The advantage of the EKF over the simpler complementary filter algorithms is that by fusing all available measurements it is better able to reject measurements with significant errors. This makes the vehicle less susceptible to faults that affect a single sensor, such as the not uncommon
GNSS glitches. EKF also enables measurements from optional sensors such as optical flow and laser range finders to be used to assist navigation.

The failsafe will trigger if:

- EKF’s compass and velocity “variance” are higher than 0.8 (configurable with EKF_CHECK_THRESH parameter) for one second. This “variance” increases as the estimates become untrustworthy. 0 = very trustworthy, >1.0 = very untrustworthy. If both variances climb above the EKF_CHECK_THRESH parameter (default is 0.8) the EKF/NAV failsafe triggers.

When the failsafe is triggered the following will happen:

- The Pishawk's LED will flash red-yellow, the tone-alarm will sound, EKF/DCM error will be recorded on the datatash log, and if telemetry is attached “EKF variance” will appear on the GCS heads-up display (HUD).

- If flying in a flight mode that does not require GNSS nothing further will happen but the system will be unable to switch into an autopilot flight mode (Loiter, PosHold, RTL, Guided, Auto) until the failure clears (this applies to both multi-rotors and fixed wing).

- If flying in a mode that requires GNSS (Loiter, PosHold, RTL, Guided, Auto)
  - Multi-rotor, it will switch to AltHold, allowing the pilot to bring the vehicle home.
  - Fixed wing, it will go into a Loiter at its current location (altitude and speed are not affected due to the use of analogue systems for barometric pressure and airspeed). This gives the vehicle the chance to regain a GNSS lock and then continue on its mission, but in cases where this may not happen it also gives the pilot the option to revert to a manual flight mode (e.g., Stabilize) to bring the vehicle home.

**Ground Control Station – THIS FAILSAFE IS NOT USED**

Due to low strength and cycle limits permitted on the 433MHz band in the UK, the GCS telemetry link frequently fails during flight operations; consequently this failsafe is disable on all ESI DroneLab platforms, and the procedure outlined in the relevant ‘Action Required’ section in the table below is followed.
### 33.2. Crew Emergency Procedures

<table>
<thead>
<tr>
<th>Emergency Type</th>
<th>Action Required</th>
<th>Responsibility Delegated to</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx/Comm Link/Rx Failure Frequency Interference</td>
<td>Call “Radio Fairsafe” so that the crew understand the situation and observe the aircraft's flight path. Upon transmitter failure or frequency interference the aircraft will enter the “Fair Safe” mode as described above. Upon seeing or hearing the call “Radio Fairsafe” ensure that the take-off site is clear of all persons as the aircraft will be returning to its initial “power-up” coordinates.</td>
<td>PIC/Observer/Spotter</td>
</tr>
<tr>
<td>Loss of Propulsion Motor or Propeller Failure Aircraft Battery Failure</td>
<td>Call “Dead Drone” and assess if the aircraft is controllable. If insufficient control is maintained head directly either to the landing site or alternate landing site whichever is closest. Execute the controlled descent immediately.</td>
<td>PIC</td>
</tr>
<tr>
<td></td>
<td>Upon hearing the call “Dead Drone” identify the closest safe landing position to the aircraft and advise the PIC.</td>
<td>Observer</td>
</tr>
<tr>
<td></td>
<td>Upon hearing the call “Dead Drone” immediately clear any persons directly underneath or in the path of the aircraft to either the landing site or alternate landing site whichever is closest. Maintain visual contact with the aircraft once the area is clear.</td>
<td>Observer/Spotters</td>
</tr>
<tr>
<td>Ground Control Station Failure</td>
<td>The Observer will call “GPS Fairsafe” informing the PIC of the last known position of the UAS and mission time and whether there has been a complete failure of the GCS or whether it is a signal dropout, allowing the PIC to make the next decision on remaining UAS capability. If the UAS is in an auto mode, the PIC can choose to allow the aircraft to continue as the PIC and the crew are all aware of the flight plan and can observe any deviation such as the UAS being of course (a result of mode change due to another failure, i.e. GPS failure mode change to hold). If in a non-auto mode such as stabilizer hold, hold/PWA the PIC can choose to continue flying. Both of these scenarios will allow for the telemetry link to recover in case where by there has not been a complete loss of GCS or whereby a lapacy battery swap could recover the GCS. The PIC can also choose to end the mission, calling “landing” and carry out the standard landing procedure.</td>
<td>Observer / PIC</td>
</tr>
<tr>
<td>Loss of GNSS Signal</td>
<td>Call “GPS FailSafe” and confirm that the UAS has entered Auto Hold mode.</td>
<td>Observer (PIC/Observer)</td>
</tr>
<tr>
<td></td>
<td>Upon hearing the call “GPS FailSafe” and confirmation that UAS is in Auto Hold mode, head directly to either the landing site or alternate landing site whichever is closest. If Auto Hold mode has not been initiated automatically by the flight controller, switch to either Auto Hold/PWA or stabilize, before completing the landing procedure. If control is compromised try to execute a controlled descent.</td>
<td>PIC</td>
</tr>
<tr>
<td></td>
<td>Upon hearing the call “GPS FailSafe” proceed to clear any persons from the possible path of the aircraft. Maintain visual contact with the aircraft once the area is clear.</td>
<td>Observer/Spotters</td>
</tr>
<tr>
<td><strong>Public Encroachment</strong></td>
<td><strong>Observer</strong></td>
<td></td>
</tr>
<tr>
<td>------------------------</td>
<td>--------------</td>
<td></td>
</tr>
<tr>
<td>Call “Public” and approach the member of the public asking them to follow you to safety as they are currently in an extremely dangerous situation.</td>
<td>Spotter</td>
<td></td>
</tr>
<tr>
<td>Upon identifying an encroachment from a member of the public or hearing the call “Public” advise the PIC by using the relevant phrase (“Public Left”, “Public Right” or “Public Unknown”). Identify the nearest available landing site away from the encroachment and advise the PIC. Once the PIC confirms they understand, if there is no Observer present dealing with the situation approach the member of the public asking them to follow you to safety as they are currently in an extremely dangerous situation.</td>
<td>Observer</td>
<td></td>
</tr>
<tr>
<td>Upon being advised by the Observer of a public encroachment immediately hold position and wait for further instruction. The Observer will advise which the safest area to land nastic confirmation should be given that the instruction has been understood. Immediately proceed to the advised landing site.</td>
<td>PIC</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Aircraft Incursions</strong></th>
<th><strong>Spotter</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Upon identifying an imminent aircraft incursion within the 400ft, 500 metre bubble call the relevant phrase (“Aircraft Ahead”, “Aircraft Behind”, “Aircraft Left” or “Aircraft Right”) and maintain visual contact with the approaching aircraft.</td>
<td>Observer</td>
</tr>
<tr>
<td>Upon identifying an imminent aircraft incursion within the 400ft, 500 metre bubble or hearing the call “Aircraft...”, identify the approaching aircraft. Advise the PIC to take avoiding action by using the phrase “Aircraft...”. Once the intruding aircraft has passed by then Advise the PIC to use the phrase “Aircraft Clear”.</td>
<td>PIC</td>
</tr>
<tr>
<td>Upon being advised by the Observer of an aircraft incursion, immediately hold position and look beneath the aircraft to identify hazards. Descend the aircraft to around 10 m above the ground or any structure. Once the Observer advises the incursion no longer exists the planned operation may resume. It should be noted that descending a multi-rotor too quickly can result in a crash due to dropping through dirty air. If it is safe to do so and is absolutely necessary, a PIC may choose to take a rapid descent to avoid an air collision.</td>
<td>PIC</td>
</tr>
<tr>
<td>Activate the RTI (remote termination) function, use a new GNS mode such as “MH-20” and try manually by the UAS. If still no response, switch back to RTI, in case communication is re-established and maintain direct visual contact with the aircraft for as long as possible. If visual contact is lost make a note of estimated altitude, speed, remaining battery voltage, use a heat to meter the local air traffic control and local police using the contact numbers found on the on-site assessment form to advise them of the situation. Have the aircraft see to make contact with the ground or structure, execute the shutdown procedure and walk over to the crash site. Take photographs of the crash site, contact details and statements from anyone present and recover the aircraft. Leave contact details for any property damages as a result. If the UAS has breached the boundary and the appropriate fail-safe has not been triggered as highlighted in the fail-safe section, call “Fly Away” so that the crew understand the situation.</td>
<td>PIC</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Fly Away Actions</strong></th>
<th><strong>Observer</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Scenario</td>
<td>Action</td>
</tr>
<tr>
<td>------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Pilot Incapacitation</strong></td>
<td>Upon hearing “Pilot Down” maintain direct visual contact with the aircraft for as long as possible and advise the PIC of an estimated heading.</td>
</tr>
<tr>
<td></td>
<td>Upon hearing “Pilot Down” immediately monitor the aircraft’s telemetry data and make a note of the aircraft’s actual heading, speed and altitude. Upon the PIC’s instructions, try to activate the RTL or land on a different runway on the ground station. Continue to monitor the telemetry data for as long as the connection remains and advise the PIC of the actual information so that the local air traffic control can be advised by the PIC.</td>
</tr>
<tr>
<td></td>
<td>Upon hearing “Pilot Down” maintain direct visual contact with the aircraft for as long as possible and advise the PIC of an estimated heading.</td>
</tr>
<tr>
<td><strong>Fire (Ground Equipment)</strong></td>
<td>Upon noticing fire call “Fire”. If the fire is a Lithium Polymer battery fire do not try to extinguish, allow the battery to burn out and then extinguish any additional fires. If the fire cannot easily be extinguished and increases in size call the emergency services.</td>
</tr>
<tr>
<td></td>
<td>Upon notifying the PIC and ensuring that the PIC has become incapacitated activate the RTL failure via the 7s or 8s (if TX is unreachable) and call “Man Down”. Ensure that the PIC is not in any imminent danger from a returning aircraft and then ensure that the take-off site is clear of all personnel as the aircraft will be returning to its initial ‘power up’ coordinates. Call for the emergency services if required. Once the aircraft lands and shuts down, disconnect the flight battery.</td>
</tr>
<tr>
<td><strong>Fire (Aircraft in Flight)</strong></td>
<td>Upon noticing an aircraft fire call “Aircraft Fire” and wait for instruction from the Observer. Upon hearing “Aircraft Fire” proceed directly as instructed by the Observer to the safest available landing point. Upon landing disarm the motors.</td>
</tr>
<tr>
<td></td>
<td>Upon identifying an aircraft fire call “Aircraft Fire” and wait for instruction from the Observer. Upon hearing “Aircraft Fire” proceed directly as instructed by the Observer to the safest available landing point. Upon landing disarm the motors.</td>
</tr>
<tr>
<td></td>
<td>Upon identifying an aircraft fire call “Aircraft Fire” and wait for instruction from the Observer. Upon hearing “Aircraft Fire” proceed directly as instructed by the Observer to the safest available landing point. Upon landing disarm the motors.</td>
</tr>
<tr>
<td></td>
<td>Upon identifying an aircraft fire call “Aircraft Fire”. Upon hearing “Aircraft Fire” immediately identify the nearest safe landing point and advise the PIC. Approach the aircraft with a fire extinguisher if available and continue as per the Fire (Ground Equipment) procedure.</td>
</tr>
</tbody>
</table>
Appendix A Permission for Aerial Work

Insert a valid copy of the Permission for Aerial Work here.
Appendix B Insurance Document

*Insert a valid copy of Insurance Document here*
##Appendix C. Operational Forms

###Risk Assessment Form

<table>
<thead>
<tr>
<th>Consequence Score</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>Insignificant</td>
<td>Minor</td>
<td>Moderate</td>
<td>Major</td>
<td>Catastrophic</td>
</tr>
<tr>
<td></td>
<td>Minor injury not requiring first aid</td>
<td>Minor injury or illness, first aid treatment needed</td>
<td>Person absent for more than 3 days / bad sprain / broken bone</td>
<td>Major injuries or long term incapacity / disability (loss of limb)</td>
<td>Death or major permanent incapacity</td>
</tr>
</tbody>
</table>

###Table 2 - Likelihood Score

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>Rare</td>
<td>Unlikely</td>
<td>Possible</td>
<td>Likely</td>
<td>Almost Certain</td>
</tr>
<tr>
<td>Expected to occur at least every 100 flights</td>
<td>Expected to occur at least every 20 flights</td>
<td>Expected to occur at least every five flights</td>
<td>Expected to occur at least every two flights</td>
<td>Likely to occur</td>
<td>&gt;50%</td>
</tr>
<tr>
<td>Probability</td>
<td>&lt;1%</td>
<td>1 - 5%</td>
<td>6 - 20%</td>
<td>Reasonable chance of occurring</td>
<td>More likely to occur than not</td>
</tr>
<tr>
<td>Occur only in exceptional circumstances</td>
<td>Unlikely to occur</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

###Table 3 - Risk Scoring (RS) Matrix

<table>
<thead>
<tr>
<th>Likelihood</th>
<th>1 - Rare</th>
<th>2 - Unlikely</th>
<th>3 - Possible</th>
<th>4 - Likely</th>
<th>5 - Almost Certain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consequence</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Insignificant</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Minor</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Moderate</td>
<td>3</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>15</td>
</tr>
<tr>
<td>Major</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>Catastrophic</td>
<td>5</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>25</td>
</tr>
</tbody>
</table>

###Table 4 - Grading Risk Factors

<table>
<thead>
<tr>
<th>Score</th>
<th>Descriptor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 to 6</td>
<td>Low Risk: acceptable and operation can commence</td>
</tr>
<tr>
<td>7 to 12</td>
<td>Moderate Risk: mitigation should be considered</td>
</tr>
<tr>
<td>13 to 18</td>
<td>High Risk: unacceptable without mitigation</td>
</tr>
<tr>
<td>19 to 25</td>
<td>Unacceptable risk: operation can be delayed</td>
</tr>
<tr>
<td>What is the hazard (e.g. low temperature, falling rocks)</td>
<td>CS</td>
</tr>
<tr>
<td>--------------------------------------------------------</td>
<td>----</td>
</tr>
<tr>
<td>Loss of control due to failure of primary control link (Tx-comm-RS)</td>
<td>3</td>
</tr>
<tr>
<td>Loss of aircraft control due to insufficient power</td>
<td>3</td>
</tr>
<tr>
<td>Loss of aircraft control in guided autopilot modes due to loss of GNSSfix</td>
<td>3</td>
</tr>
<tr>
<td>Loss of aircraft control due to mechanical failure</td>
<td>3</td>
</tr>
<tr>
<td>Collision with or Interference with other airspace users</td>
<td>5</td>
</tr>
<tr>
<td>--------------------------------------------------------</td>
<td>---</td>
</tr>
<tr>
<td>Fly-away</td>
<td>2</td>
</tr>
<tr>
<td>Battery damage on landing leading to fire</td>
<td>4</td>
</tr>
<tr>
<td>Collision with obstacles/operator/spectators during take-off and landing</td>
<td>2</td>
</tr>
<tr>
<td>LiPo Battery Fire (detached from drone)</td>
<td>3</td>
</tr>
<tr>
<td>Detachment of UAS components during flight</td>
<td>5</td>
</tr>
<tr>
<td>Laceration by propeller blade</td>
<td>3</td>
</tr>
</tbody>
</table>
### Job Specification Form

<table>
<thead>
<tr>
<th>Client Details</th>
<th>Date Received:</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Client Name:</strong></td>
<td><strong>Date Required:</strong></td>
</tr>
<tr>
<td><strong>Address:</strong></td>
<td><strong>Job Number:</strong></td>
</tr>
<tr>
<td><strong>Quoted Price:</strong></td>
<td>£</td>
</tr>
<tr>
<td><strong>Contact</strong></td>
<td><strong>Site visit requested?</strong> Yes / No</td>
</tr>
<tr>
<td><strong>E-mail:</strong></td>
<td><strong>Landowner details</strong></td>
</tr>
<tr>
<td><strong>Number:</strong></td>
<td></td>
</tr>
</tbody>
</table>

**Area of Interest**  
**Latitude:**  
**Longitude:**

**Description of work required:**

**Other relevant information (including other nearby air users if known):**
## Pre-Site Assessment Form

### Initial Check

<table>
<thead>
<tr>
<th>Task</th>
<th>Information Source</th>
<th>Complete d (initial)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Review job specification and location (latitude and longitude)</td>
<td>Client information</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check relevant aerodrome datasets for permanent airspace restrictions</td>
<td>Google Earth 3D Airspace (download aerodrome from <a href="http://3dairspace.org.uk/airspace.html">http://3dairspace.org.uk/airspace.html</a>) or SkyVector (<a href="https://skyvector.com/">https://skyvector.com/</a>)</td>
<td></td>
<td>Identify whether the planned flight operation occurs within 4.6 km (2.5 nautical miles) of any UK aerodrome; if so, look up local contact number for local control tower.</td>
</tr>
<tr>
<td>Identify airspace type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obtain Landowner Permission</td>
<td>Possibly client information. If flight operation is in congested area, obtain permission from all landowners within 56 m of planned flight path.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check for temporary airspace restrictions</td>
<td>NOTAMs (Notice to Airmen) (<a href="http://notamins.nic.aero/notamins/index.html">http://notamins.nic.aero/notamins/index.html</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check for features of significant importance to proposed flight operation</td>
<td>Google Earth (<a href="https://www.google.co.uk/intl/en_uk/earth/">https://www.google.co.uk/intl/en_uk/earth/</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consider whether a cordon is necessary to control public encroachment of the operations area</td>
<td>(<a href="https://in-the-sky.org/satmap.php">https://in-the-sky.org/satmap.php</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>If new region (esp. high latitudes), consider checking GNSS satellite coverage</td>
<td>(<a href="https://www.google.co.uk/maps">https://www.google.co.uk/maps</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Consider Site Access / logistics</td>
<td>Google Maps (<a href="https://www.google.co.uk/maps">https://www.google.co.uk/maps</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Advise public</td>
<td>If flight operation is in congested area (e.g., housing estate), consider leaflet drop for public information.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact Information</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------------------------------------</td>
<td>------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fligh operations in area frequented by the public, consider informing local police station of activities.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pilot Contact Number</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Client Contact Number (if applicable)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local Air Traffic Control Contact Number</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Police contact number</td>
<td>Non-emergency: 101</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Verify aircraft maintenance status</th>
<th>Maintenance log</th>
</tr>
</thead>
</table>
### 7 Day check

Job: __________ Date Completed: __________ Completed by: __________

<table>
<thead>
<tr>
<th>Task</th>
<th>Information Source</th>
<th>Completed</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Check weather forecast</td>
<td>Met Office (<a href="http://www.metoffice.gov.uk/public/weather/forecast">http://www.metoffice.gov.uk/public/weather/forecast</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Yr.No (<a href="http://yr.no/place/United_Kingdom/England/">http://yr.no/place/United_Kingdom/England/</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>MetCheck (<a href="http://www.metcheck.com/UK/">http://www.metcheck.com/UK/</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Check for temporary airspace restrictions</td>
<td>NOTAMs (Notice to Airmen) (<a href="http://notaminfo.com/ukmap">http://notaminfo.com/ukmap</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prefetch maps onto GCS</td>
<td>Mission Planner / Droid Planner</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Design flight plans and load onto GCS</td>
<td>Mission Planner / Droid Planner</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Task</td>
<td>Information Source</td>
<td>Completed</td>
<td>Notes</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Check Weather Forecast</td>
<td>Met Office (<a href="http://www.metoffice.gov.uk/public/weather/forecast">http://www.metoffice.gov.uk/public/weather/forecast</a>)</td>
<td></td>
<td>If there is a possibility of rain, it is advisable to also continually check the Rain Today Application (<a href="http://www.rain.today.co.uk/">http://www.rain.today.co.uk/</a>) for the latest precipitation observations. These may help to identify a suitable weather window for a planned flight operation.</td>
</tr>
<tr>
<td>Check for temporary airspace restrictions, including low level</td>
<td>NOTAMs (<a href="http://notami.info.co.uk/ukmap">Notice to Airmen</a>)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>military flights (frequently applicable to operations in remote</td>
<td>UK MoD low level advisory service +44800515544. They can issue a NOTAM to advise other air users.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>areas, esp. &gt;60 m AGL)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>If the planned flight operation occurs within 4.6 km (2.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>nautical miles) of any UK aerodrome, advise the local control tower.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirm maps preselected to GCS for offline use</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Confirm flight plans saved on GCS</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
# On-Site Assessment Form

<table>
<thead>
<tr>
<th>Task</th>
<th>Notes</th>
<th>Check</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Confirm pre-site assessment forms are completed and hard copies present.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Confirm landowner permission obtained if applicable.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Confirm whether ATC has been notified if required.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. If possible, walk-over survey around AOI to check for obstructions, visual limitations or other hazards</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Locate safest take-off/landing areas</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Confirm flight plan is safe and appropriate and brief crew/client</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. If required, ensure safety clothing equipment has been issued</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Unload equipment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. If work is in an area with public access: Set up cordon if required? Check for public address system to announce planned mission?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Check for 'K' index (e.g. via app such as 'Hover'). K index of 0-3 is fine for flight operations. 4-5 caution is advised when working with GNSS guided modes. 6-9 do not commence flight operations relying on GNSS guided-modes.</td>
<td><strong>Record K Index:</strong></td>
<td></td>
</tr>
</tbody>
</table>
# Appendix D  Checklists

## Embarkation Checklist

Job: _Job_    Date Completed: _Date_    Completed by: _Completed by_

<table>
<thead>
<tr>
<th>Airframe &amp; GCS</th>
<th>Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Airframe</td>
<td>Screwdrivers (flat/cross)</td>
</tr>
<tr>
<td>Propellers</td>
<td>Allen keys</td>
</tr>
<tr>
<td>Spare propellers</td>
<td>Pliers</td>
</tr>
<tr>
<td>Camera mount</td>
<td>Cable ties</td>
</tr>
<tr>
<td>Tx (transmitter)</td>
<td>Gaffer tape</td>
</tr>
<tr>
<td>GCS Device</td>
<td></td>
</tr>
<tr>
<td>GCS telemetry (inc. USB cable)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Misc.</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Payload</td>
<td></td>
</tr>
<tr>
<td>Camera(s) &amp; Lens(s)</td>
<td>First Aid Kit</td>
</tr>
<tr>
<td>Camera connection leads</td>
<td>Two-way radios</td>
</tr>
<tr>
<td>Camera memory cards</td>
<td>Fire extinguisher (if appropriate)</td>
</tr>
<tr>
<td>Camera attachments</td>
<td>Hard hat (if necessary)</td>
</tr>
<tr>
<td>Lens cloth</td>
<td>High vis (if necessary)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Batteries</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Crew ID</td>
<td></td>
</tr>
<tr>
<td>LiFe safe battery bag(s)</td>
<td>Water</td>
</tr>
<tr>
<td>Battery checker</td>
<td>Food</td>
</tr>
<tr>
<td>Flight battery packs</td>
<td>Mobile smartphone</td>
</tr>
<tr>
<td>Transmitter battery packs</td>
<td>Markers (if necessary)</td>
</tr>
<tr>
<td>Camera battery packs</td>
<td>Safety tape (if necessary)</td>
</tr>
<tr>
<td>Ground station battery</td>
<td>Car power inverter and/or generator</td>
</tr>
<tr>
<td>Mobile phone</td>
<td>Head torch (if necessary)</td>
</tr>
</tbody>
</table>
### Pre-Flight Checklist

Job: ____________ Date Completed: ________ Completed by: ____________

<table>
<thead>
<tr>
<th>Task</th>
<th>Check</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Crew/client briefing</td>
<td></td>
</tr>
<tr>
<td>2. All crew under control of the PIC to switch off WiFi capability on all capable devices within 50m of the launch / land and flight operation</td>
<td></td>
</tr>
<tr>
<td>3. Check for damage, wear, tightness of fittings, condition and secure fitment of propellers</td>
<td></td>
</tr>
<tr>
<td>4. Note battery number in battery logbook, check voltage with battery checker (to ensure cells are balanced and that there is sufficient voltage for planned flight). Fit battery into airframe.</td>
<td></td>
</tr>
<tr>
<td>5. Switch on GCS, and initiate Mission Planner program</td>
<td></td>
</tr>
<tr>
<td>6. Switch on Tx, check battery power is at least 69%, ensure correct UAV profile selected.</td>
<td></td>
</tr>
<tr>
<td>7. Switch on Camera, ensure battery power is sufficient for mission (and at least 40%), activate script (if being used), secure to airframe.</td>
<td></td>
</tr>
<tr>
<td>8. Ensure aircraft is on stable level ground at desired take-off location and connect flight battery.</td>
<td></td>
</tr>
<tr>
<td>9. Wait for ArduPilot to complete its self-diagnostics and accelerometer calibration (~10 seconds)</td>
<td></td>
</tr>
<tr>
<td>10. Connect USB Telemetry and establish a MAVLink connection between the drone and GCS.</td>
<td></td>
</tr>
<tr>
<td>11. Confirm drone heading is correct (cross-check with compass or smartphone GPS app).</td>
<td></td>
</tr>
<tr>
<td>12. Confirm GCS sound enabled (and programmed to announce audio notification of: telemetry status, waypoint tracking, flight battery voltage, PDOP, altitude, triggered failsafe, etc.)</td>
<td></td>
</tr>
<tr>
<td>13. GCS confirm all pre-arm checks are enabled. If planning flights using GNSS guided modes: Confirm six satellites visible and PDOP value is ≤ 2.5</td>
<td></td>
</tr>
<tr>
<td>14. Check RTK altitude is appropriate for site obstacles</td>
<td></td>
</tr>
<tr>
<td>15. Check fence parameters, consider whether appropriate to modify to constrain for AOI</td>
<td></td>
</tr>
<tr>
<td>16. Confirm 3D fix and other calibrations/diagnostics are complete with relevant indication from Ardupilot device.</td>
<td></td>
</tr>
<tr>
<td>17. Load flight plan from ground station onto drone (if required)</td>
<td></td>
</tr>
<tr>
<td>18. Read flight plan back from drone, in order to check that the flight plan has been correctly uploaded.</td>
<td></td>
</tr>
<tr>
<td>19. Check flight modes</td>
<td></td>
</tr>
<tr>
<td>20. Ensure everyone is in correct safe positions</td>
<td></td>
</tr>
<tr>
<td>21. Does this flight have clearance from ATC, if required</td>
<td></td>
</tr>
<tr>
<td>22. If applicable, arm the safety switch on the drone, and return to safe distance.</td>
<td></td>
</tr>
<tr>
<td>23. Final check of immediate area for new hazards</td>
<td></td>
</tr>
<tr>
<td>24. Arm the motors with the transmitter (left stick to bottom right).</td>
<td></td>
</tr>
<tr>
<td>25. Check throttle response</td>
<td></td>
</tr>
</tbody>
</table>

**Clear to Launch**
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**Post-Flight Checklist**

Job: ____________  Date Completed: ________  Completed by: ______________

<table>
<thead>
<tr>
<th>Task</th>
<th>Check</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Upon touchdown, disarm the UAV (left transmitter stick to bottom left corner)</td>
<td></td>
</tr>
<tr>
<td>2. Disarm UAV (left stick to bottom left and/or by pressing safety switch)</td>
<td></td>
</tr>
<tr>
<td>3. Disconnect flight battery</td>
<td></td>
</tr>
<tr>
<td>4. Recover aircraft from landing area (if appropriate)</td>
<td></td>
</tr>
<tr>
<td>5. Turn off Camera</td>
<td></td>
</tr>
<tr>
<td>6. Switch off Tx transmitter</td>
<td></td>
</tr>
<tr>
<td>7. Record pilot and other flight details in relevant logbook</td>
<td></td>
</tr>
<tr>
<td>8. Remove battery from drone, check voltage with battery checker and record details in logbook</td>
<td></td>
</tr>
<tr>
<td>9. Remove memory card from camera and back data up onto GCS</td>
<td></td>
</tr>
<tr>
<td>10. Review images with crew and client, evaluating whether further data collection is required</td>
<td></td>
</tr>
<tr>
<td>11. Shut down GCS (if no further flights are to be undertaken)</td>
<td></td>
</tr>
<tr>
<td>12. Download image data from sensor memory cards</td>
<td></td>
</tr>
<tr>
<td>13. Download flight logs from flight controller</td>
<td></td>
</tr>
<tr>
<td>Task</td>
<td>Check (Initial)</td>
</tr>
<tr>
<td>------</td>
<td>----------------</td>
</tr>
<tr>
<td><strong>Logs</strong></td>
<td>If available (Pixhawk-based systems) Check last flight log for vibration levels as this will help inform maintenance procedure (e.g., high vibrations may be rectified by cleaning of props).</td>
</tr>
<tr>
<td><strong>Airframe</strong></td>
<td>On returning to base, remove propellers if necessary</td>
</tr>
<tr>
<td></td>
<td>Inspect the airframe for any damage, unusual marks and tightness of fixings</td>
</tr>
<tr>
<td></td>
<td>Inspect propellers and check for condition and clean if dirty or replace if damaged</td>
</tr>
<tr>
<td></td>
<td>Check locknuts on propellers replace or tighten if appropriate</td>
</tr>
<tr>
<td></td>
<td>Inspect electrical wiring for condition, unusual marks or discoloration and terminal fittings and plugs for secure attachment and general condition</td>
</tr>
<tr>
<td></td>
<td>Check payload mounting, ensuring it is secure and undamaged. Re-mount or change fixings if necessary</td>
</tr>
<tr>
<td></td>
<td>Check legs for any damage, especially snapped bolts into spacers</td>
</tr>
<tr>
<td></td>
<td>Clean motors with compressed air and lubricate with WD-40</td>
</tr>
<tr>
<td><strong>Camera(s)</strong></td>
<td>Inspect camera equipment, ensuring it functions correctly</td>
</tr>
<tr>
<td></td>
<td>Check lens(s) for scratches/dirt. Clean and/or replace as necessary</td>
</tr>
<tr>
<td><strong>GCS</strong></td>
<td>Ensure the GCS is in good working condition and that the screen and speakers are working correctly</td>
</tr>
<tr>
<td><strong>Tx</strong></td>
<td>Check that all sticks, sliders and switches move to all positions as expected</td>
</tr>
<tr>
<td>Task</td>
<td>Check (Initial)</td>
</tr>
<tr>
<td>----------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Logs: Check last flight log for vibration levels as this will help inform maintenance procedure (e.g. high vibrations may be rectified by cleaning of propellers)</td>
<td></td>
</tr>
<tr>
<td>Airframe: Strip down the airframe, reducing it to its constituent parts</td>
<td></td>
</tr>
<tr>
<td>Inspect all parts for any damage, unusual marks and tightness of fixings</td>
<td></td>
</tr>
<tr>
<td>Inspect propellers condition and replace if damaged/clean if dirty</td>
<td></td>
</tr>
<tr>
<td>Inspect electrical wiring for condition, unusual marks or discolouration and terminal fittings and plugs for secure attachment and general condition</td>
<td></td>
</tr>
<tr>
<td>Check payload mounting, ensuring it is secure and undamaged. Remount or change fixings if necessary</td>
<td></td>
</tr>
<tr>
<td>Check legs for any damage, especially snapped bolts into spacers</td>
<td></td>
</tr>
<tr>
<td>Motors: Check bell housings for excessive play. Replace motors if exceeding fifty hours flight time.</td>
<td></td>
</tr>
<tr>
<td>Clean motors with compressed air and lubricate with WD40</td>
<td></td>
</tr>
<tr>
<td>Camera(s): Inspect camera equipment, ensuring it functions correctly</td>
<td></td>
</tr>
<tr>
<td>Check lens for scratches/dirt. Clean and/or replace as necessary</td>
<td></td>
</tr>
<tr>
<td>GCS: Ensure the GCS is in good working condition and that the screen and speakers are working correctly</td>
<td></td>
</tr>
<tr>
<td>Check that latest stable version of Mission Planner is installed and if not, update as required</td>
<td></td>
</tr>
<tr>
<td>Tx: Check that all sticks, sliders and switches move to all positions as expected</td>
<td></td>
</tr>
<tr>
<td>Check for latest stable firmware and install if appropriate</td>
<td></td>
</tr>
<tr>
<td>Rx: Check for latest stable firmware and install if appropriate</td>
<td></td>
</tr>
<tr>
<td>Check the condition and positioning of antenna and replace or reposition if appropriate</td>
<td></td>
</tr>
<tr>
<td>Flight Controller: Check for latest stable firmware version and update if appropriate</td>
<td></td>
</tr>
<tr>
<td>Telemetry: Check for latest stable firmware version and update if appropriate</td>
<td></td>
</tr>
<tr>
<td>Check that NetHD does not conflict with any others that are being used in ESI DroneLab</td>
<td></td>
</tr>
<tr>
<td>Power module: Re-calibrate the voltage sensor, ensuring a correct voltage reading is being passed from the module to the autopilot</td>
<td></td>
</tr>
<tr>
<td>Calibration: Re-calibrate compass and accelerometers and Tx</td>
<td></td>
</tr>
<tr>
<td>Test Flight: An ESI DroneLab qualified pilot must then perform a ten minute test flight, testing all flight modes and failsafes.</td>
<td></td>
</tr>
</tbody>
</table>
Appendix E Logbooks

Data recorded in Battery Identification Chart
- Battery ID
- Manufacturer
- Model
- Type
- Capacity
- Cells
- Discharge C
- Charge C
- Date purchased
- Supplier

Data recorded in Battery Logbook (individual batteries)
- Date of charge in charge
- Type of charge in charge
- Pre-charge voltage
- Post-charge voltage
- Notes

Data recorded in Maintenance Logbook (each aircraft)
- Date of maintenance
- Reason for maintenance
- Work completed
- Completed by
- Test flight signature
- Notes

Data recorded Pilot and Aircraft Hours Logbook
- Flight number
- Date
- Take-off time
- Flight duration
- Aircraft registration
- Aircraft system name
- Pilot-in-command
- Venue (inc. Location name, Latitude & Longitude)
- Weather
- Observer name
- Purpose of flight
- Comment and minor incidents
Data recorded in Incident Logbook

- Date
- Location
- Pilot in-command
- UAS
- Damage / Injuries sustained
- Brief description of incident
- Action taken
10.3 Appendix for Chapter 6 – St. Gothian sands dune system, Cornwall, UK

10.3.1 Agisoft photoscan and M3C2-PM workflow

Software

Agisoft Photoscan Version: 1.3.2 64bit.
R 3.3.3 64bit
SfM_georef Version 3.0
CloudCompare Version 2.10

Foreword

This procedure closely follows those found in the supplementary information guide “Precision maps for 3-D uncertainty-based topographic change detection with structure-from-motion photogrammetry” in (James et al., 2017b).

Data preparation

1) Manually sort photos, removing unusable images from data set
2) Add all useable images to Photoscan
4) Export estimated camera positions as .txt file
5) Using nearest_neighbour_camera_aoi_points.R along with a regular point pattern in GDAL supported vector format, the exported camera positions, and the useable survey images, select the images which fall closest in 2D space to points in the regular point pattern
6) Now you should have a new folder with a subset selection of photos with
\( n = \text{no. points in regular point pattern} \)

**Data processing**

1) Add subset of images to Photoscan


3) Run ‘Build Mesh’ [surface type:[height field] / source data:[sparse cloud] / face count:[medium] / interpolation:[enabled]]

4) Manually locate and position all ground control points (GCPs). Ensure they are positioned correctly across all images

5) Import coordinates from differential-global navigational satellite system (D-GNSS) used to record the position of GCPs

6) Uncheck images and a subset of GCPs to be used as validation/check points. Ensure that the remaining GCPs are checked


8) In ‘Reference Settings’ set the [image coord accuracy:marker accuracy (pix)] to the chunks RMS reprojection error (as per James et al., 2017b)

9) In ‘Reference Settings’ set the [measurement accuracy:marker accuracy (m)] to that of the D-GNSS system (0.01 m )

10) Run ‘Optimise Cameras’

11) Run ‘Build Dense Cloud’ [quality:[high] / depth filtering:[aggressive]]
12) Use ‘Gradual Selection’ to remove points with a reprojection error greater than 0.8

13) Export dense cloud as .txt (ASCII) file

14) Remove dense cloud, leaving sparse cloud in place

15) Save project as Photoscan Project (.psz)

16) Set bounding box to encompass all points in the sparse cloud with plenty of room as a buffer

17) Run precision_estimate_example_script.py (James et al., 2017b).

18) Continue with M3C2-PM procedure utilising sfm_georef and CloudCompare.

10.3.2 Figures

Figure 10.3: (A) The KAP equipment in the field, with the picavet mount (containing camera) suspended from the single kite line using two carabiners. (B) 3D model of the picavet mount that can be produced with a 3D printer.
Figure 10.4: The subset area of interest (AOI) used for the drone and kite comparison analysis. Dark grey shaded area shows whole study system AOI.
Figure 10.5: Orthomosaics constructed with images from each of the six KAP surveys. Products from surveys 1-6 represented by A-F respectively. All mosaics cropped to the study area of interest (Figure 6.1).
Figure 10.6: Digital elevation models (DEM)s for each of the six KAP surveys. Products from surveys 1-6 represented by A-F respectively. All models colour scaled to the minimum and maximum found across models. All rasters cropped to the study area of interest (Figure 6.1).
Figure 10.7: The distribution of estimated altitudes of the camera when images were captured for each of the six surveys. Additional drone survey altitude included with KAP survey six. Altitude estimates calculated in Agisoft Photoscan after sparse cloud construction. Darker grey bars show each surveys bins, whereas distribution incorporating all six surveys is shown in lighter grey.
Figure 10.8: Pitch estimations for each camera position as calculated by Photoscan for both the drone and KAP survey 6 data.

Figure 10.9: Roll estimations for each camera position as calculated by Photoscan for both the drone and KAP survey 6 data.
10.3.3 Tables

<table>
<thead>
<tr>
<th>Survey</th>
<th>No. of Monte Carlo iterations</th>
<th>Marker accuracy (pix)</th>
<th>Tie point accuracy (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1500</td>
<td>0.726856</td>
<td>0.726856</td>
</tr>
<tr>
<td>2</td>
<td>3000</td>
<td>0.909417</td>
<td>0.909417</td>
</tr>
<tr>
<td>3</td>
<td>1900</td>
<td>0.696732</td>
<td>0.696732</td>
</tr>
<tr>
<td>4</td>
<td>1800</td>
<td>1.21223</td>
<td>1.21223</td>
</tr>
<tr>
<td>5</td>
<td>1800</td>
<td>1.23705</td>
<td>1.23705</td>
</tr>
<tr>
<td>6</td>
<td>1800</td>
<td>1.14533</td>
<td>1.14533</td>
</tr>
<tr>
<td>Drone</td>
<td>2500</td>
<td>1.16428</td>
<td>1.16428</td>
</tr>
</tbody>
</table>

Table 10.1: Number of Monte Carlo sparse cloud iterations and accuracy values used as seeds in Agisoft Photoscan for each dataset. Marker and tie point accuracy set as the same values within each processing set. This process is part of the workflow presented in (James et al., 2017).
Table 10.2: Check point (n=4) errors for each survey. Check points were a subset of GCPs positioned within the SfM-MVS model, but excluded from the point cloud creation stages in the photogrammetry workflow.

<table>
<thead>
<tr>
<th>Survey ID</th>
<th>Check Point</th>
<th>Error (mm)</th>
<th>RMSE (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Easting</td>
<td>Northing</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>9.02</td>
<td>31.25</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>40.57</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.22</td>
<td>-13.49</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-5.06</td>
<td>6.13</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>3.72</td>
<td>-24.13</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10.15</td>
<td>22.46</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-8.22</td>
<td>-11.93</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>18.47</td>
<td>2.71</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>-0.14</td>
<td>-15.45</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-2.93</td>
<td>4.21</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>15.21</td>
<td>-13.15</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>24.67</td>
<td>0.13</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>9.37</td>
<td>-0.74</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-56.85</td>
<td>29.34</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-3</td>
<td>-21.07</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>-8.78</td>
<td>6.84</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>-9.69</td>
<td>15.01</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-16.8</td>
<td>3.33</td>
</tr>
<tr>
<td>---</td>
<td>------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>3</td>
<td>-14.03</td>
<td>52.25</td>
<td>41.13</td>
</tr>
<tr>
<td>4</td>
<td>11.75</td>
<td>-44.18</td>
<td>-107.71</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>-29.09</td>
<td>-9.04</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>-10.46</td>
<td>-15.35</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>-3.85</td>
<td>2.44</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>31.07</td>
<td>1.28</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
10.3.4 Photoscan reports
day11_drone
Processing Report
14 June 2018
**Survey Data**

![Image of survey data with camera locations and image overlap.](image)

Fig. 1. Camera locations and image overlap.

- **Number of images**: 118
- **Flying altitude**: 32.8 m
- **Ground resolution**: 9.43 mm/pix
- **Coverage area**: 0.0149 km²
- **Camera stations**: 118
- **Tie points**: 370,378
- **Projections**: 1,088,322
- **Reprojection error**: 1.14 pix

<table>
<thead>
<tr>
<th>Camera Model</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Precalibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon PowerShot D30 (5 mm)</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Cameras.
Camera Calibration

Fig. 2. Image residuals for Canon PowerShot D30 (5 mm).

Canon PowerShot D30 (5 mm)
118 images

<table>
<thead>
<tr>
<th>Type</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value</th>
<th>Error</th>
<th>F</th>
<th>Cx</th>
<th>Cy</th>
<th>R1</th>
<th>R2</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>3281.51</td>
<td>0.18</td>
<td>1.00</td>
<td>0.12</td>
<td>-3.35</td>
<td>-0.03</td>
<td>0.12</td>
<td>0.07</td>
<td>0.02</td>
<td>0.14</td>
<td>-0.13</td>
</tr>
<tr>
<td>CX</td>
<td>-13.9734</td>
<td>0.07</td>
<td>1.00</td>
<td>-3.32</td>
<td>0.15</td>
<td>-0.18</td>
<td>0.02</td>
<td>0.79</td>
<td>-0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CY</td>
<td>-5.16352</td>
<td>0.09</td>
<td>1.00</td>
<td>0.76</td>
<td>0.18</td>
<td>-0.09</td>
<td>-0.01</td>
<td>0.61</td>
<td>-0.01</td>
<td>0.71</td>
<td></td>
</tr>
<tr>
<td>R1</td>
<td>-0.005119</td>
<td>0.014</td>
<td>1.00</td>
<td>-0.03</td>
<td>0.02</td>
<td>-0.00</td>
<td>0.03</td>
<td>0.09</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2</td>
<td>1.08468</td>
<td>0.015</td>
<td>1.00</td>
<td>0.01</td>
<td>0.80</td>
<td>-0.00</td>
<td>-0.05</td>
<td>0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K1</td>
<td>0.00404246</td>
<td>0.05</td>
<td>1.00</td>
<td>-0.04</td>
<td>0.00</td>
<td>0.04</td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K2</td>
<td>-0.0355496</td>
<td>0.0043</td>
<td>1.00</td>
<td>-0.05</td>
<td>-0.01</td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K3</td>
<td>0.0323457</td>
<td>0.0059</td>
<td>1.00</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>-0.00116071</td>
<td>5.3x-06</td>
<td>1.00</td>
<td>0.01</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>0.000452444</td>
<td>5.3x-06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Calibration coefficients and correlation matrix.
Ground Control Points

Fig. 3. GCP locations and error estimates. 
Z error is represented by ellipse color. X,Y errors are represented by ellipse shape. 
Estimated GCP locations are marked with a dot or crossing.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2.17594</td>
<td>3.15434</td>
<td>3.47633</td>
<td>3.8204</td>
<td>5.17392</td>
</tr>
</tbody>
</table>

Table 3. Control points RMSE. 
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>4.27913</td>
<td>5.98025</td>
<td>16.1209</td>
<td>7.35352</td>
<td>17.7189</td>
</tr>
</tbody>
</table>

Table 4. Check points RMSE. 
X - Easting, Y - Northing, Z - Altitude.
<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>0.966257</td>
<td>3.92157</td>
<td>-1.83595</td>
<td>4.43656</td>
<td>1.212 (15)</td>
</tr>
<tr>
<td>Z</td>
<td>0.218434</td>
<td>-0.961926</td>
<td>0.389668</td>
<td>1.06059</td>
<td>1.403 (18)</td>
</tr>
<tr>
<td>G</td>
<td>-4.32196</td>
<td>-2.54333</td>
<td>-4.53279</td>
<td>6.75974</td>
<td>1.184 (5)</td>
</tr>
<tr>
<td>O</td>
<td>1.22915</td>
<td>-0.620305</td>
<td>3.83865</td>
<td>4.11345</td>
<td>1.179 (20)</td>
</tr>
<tr>
<td>M</td>
<td>2.64928</td>
<td>0.0100555</td>
<td>1.85231</td>
<td>3.23262</td>
<td>1.081 (14)</td>
</tr>
<tr>
<td>P</td>
<td>1.25889</td>
<td>3.62272</td>
<td>-0.843933</td>
<td>3.92698</td>
<td>1.839 (13)</td>
</tr>
<tr>
<td>R</td>
<td>0.149885</td>
<td>3.58828</td>
<td>-2.18832</td>
<td>4.20558</td>
<td>1.759 (4)</td>
</tr>
<tr>
<td>A</td>
<td>-1.20168</td>
<td>-5.95171</td>
<td>-4.79524</td>
<td>7.73701</td>
<td>1.533 (2)</td>
</tr>
<tr>
<td>X</td>
<td>-3.7543</td>
<td>-3.13988</td>
<td>-4.67913</td>
<td>6.77111</td>
<td>1.169 (2)</td>
</tr>
<tr>
<td>K</td>
<td>-1.41609</td>
<td>-2.16429</td>
<td>-5.31248</td>
<td>5.91647</td>
<td>0.995 (2)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>2.17594</strong></td>
<td><strong>3.15434</strong></td>
<td><strong>3.47633</strong></td>
<td><strong>5.17392</strong></td>
<td><strong>1.354</strong></td>
</tr>
</tbody>
</table>

Table 5. Control points.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>-1.65312</td>
<td>5.14976</td>
<td>-8.85262</td>
<td>10.3741</td>
<td>0.976 (10)</td>
</tr>
<tr>
<td>H</td>
<td>2.22492</td>
<td>-0.153786</td>
<td>3.96201</td>
<td>4.54658</td>
<td>1.280 (12)</td>
</tr>
<tr>
<td>Y</td>
<td>-6.30383</td>
<td>8.47052</td>
<td>2.1796</td>
<td>10.7814</td>
<td>1.513 (3)</td>
</tr>
<tr>
<td>E</td>
<td>-5.08157</td>
<td>6.5903</td>
<td>-30.6712</td>
<td>31.801</td>
<td>0.195 (2)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>4.27913</strong></td>
<td><strong>5.98025</strong></td>
<td><strong>16.1209</strong></td>
<td><strong>17.7189</strong></td>
<td><strong>1.157</strong></td>
</tr>
</tbody>
</table>

Table 6. Check points.
X - Easting, Y - Northing, Z - Altitude.
Fig. 4. Reconstructed digital elevation model.

Resolution: unknown
Point density: unknown
Processing Parameters

General
Cameras 118
Aligned cameras 118
Markers 14
Coordinate system OSGB 1936 / British National Grid (EPSG:27700)
Rotation angles Yaw, Pitch, Roll

Point Cloud
Points 373,378 of 388,631
RMS reprojection error 0.225874 (1.13716 px)
Max reprojection error 1.22988 (46.0722 px)
Mean key point size 5.6279 px
Effective overlap 3.05623

Alignment parameters
Accuracy High
Generic preselection Yes
Reference preselection Yes
Key point limit 100,000
Tie point limit 0
Adaptive camera model fitting Yes
Matching time 27 minutes 7 seconds
Alignment time 6 minutes 5 seconds

Optimization parameters
Parameters f, b1, b2, cx, cy, k1-k3, p1, p2
Optimization time 18 seconds

Dense Point Cloud
Points 48,277,528

Reconstruction parameters
Quality High
Depth filtering Aggressive
Depth maps generation time 1 hours 57 minutes
Dense cloud generation time 37 minutes 40 seconds

Software
Version 1.3.2 build 4205
Platform Windows 64
Day 5 (Survey 1)
Processing Report
13 February 2018
Survey Data

Fig. 1. Camera locations and image overlap.

| Number of images: | 298 | Camera stations: | 297 |
| Flying altitude: | 21 m | Tie points: | 1,856,820 |
| Ground resolution: | 6.04 mm/pix | Projections: | 5,235,153 |
| Coverage area: | 0.0161 km² | Reprojection error: | 0.727 pix |

Table 1. Cameras.
Camera Calibration

Fig. 2. Image residuals for Canon PowerShot D30 (5 mm).

Canon PowerShot D30 (5 mm)
298 images

<table>
<thead>
<tr>
<th>Type</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value</th>
<th>Error</th>
<th>F</th>
<th>Cx</th>
<th>Cy</th>
<th>B1</th>
<th>B2</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>2325.92</td>
<td>0.042</td>
<td>1.00</td>
<td>0.09</td>
<td>0.05</td>
<td>-0.13</td>
<td>-0.01</td>
<td>-0.07</td>
<td>0.13</td>
<td>-0.12</td>
<td>0.12</td>
<td>-0.24</td>
</tr>
<tr>
<td>Gx</td>
<td>-32.2416</td>
<td>0.032</td>
<td>-1.20</td>
<td>0.02</td>
<td>-0.36</td>
<td>0.05</td>
<td>-0.04</td>
<td>0.02</td>
<td>-0.03</td>
<td>0.04</td>
<td>0.32</td>
<td>-0.31</td>
</tr>
<tr>
<td>Cy</td>
<td>1.886985</td>
<td>0.05</td>
<td>1.80</td>
<td>-0.02</td>
<td>-0.70</td>
<td>-0.03</td>
<td>-0.01</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.03</td>
<td>0.92</td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>-1.403912</td>
<td>0.0047</td>
<td>1.03</td>
<td>-0.05</td>
<td>0.32</td>
<td>0.02</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.39</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>0.243022</td>
<td>0.0063</td>
<td>1.00</td>
<td>-0.09</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.02</td>
<td>-0.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K1</td>
<td>-0.00469345</td>
<td>4.1e-05</td>
<td>1.30</td>
<td>-0.36</td>
<td>0.92</td>
<td>-0.85</td>
<td>-0.04</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K2</td>
<td>0.6444051</td>
<td>0.00263</td>
<td>1.00</td>
<td>-0.09</td>
<td>0.36</td>
<td>0.02</td>
<td>-0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K3</td>
<td>-0.189397</td>
<td>0.00277</td>
<td>1.00</td>
<td>-0.08</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K4</td>
<td>0.161952</td>
<td>0.00272</td>
<td>1.00</td>
<td>0.03</td>
<td>-0.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>-0.00371708</td>
<td>5.0e-06</td>
<td>1.00</td>
<td>-0.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>-0.003554705</td>
<td>3.0e-06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Calibration coefficients and correlation matrix.
Ground Control Points

Fig. 3. GCP locations and error estimates.
Z error is represented by ellipse color. X, Y errors are represented by ellipse shape.
Estimated GCP locations are marked with a dot or crossing.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>1.43372</td>
<td>1.98663</td>
<td>0.584657</td>
<td>2.44985</td>
<td>2.51875</td>
</tr>
</tbody>
</table>

Table 3. Control points RMSE.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2.09432</td>
<td>1.72981</td>
<td>1.82185</td>
<td>2.71639</td>
<td>3.27071</td>
</tr>
</tbody>
</table>

Table 4. Check points RMSE.
X - Easting, Y - Northing, Z - Altitude.
<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-1.71726</td>
<td>-2.0915</td>
<td>-0.376565</td>
<td>2.73225</td>
<td>0.410 (8)</td>
</tr>
<tr>
<td>G</td>
<td>-2.43147</td>
<td>-3.14958</td>
<td>-0.9572</td>
<td>4.09244</td>
<td>0.779 (16)</td>
</tr>
<tr>
<td>K</td>
<td>0.455657</td>
<td>-1.27709</td>
<td>-0.129827</td>
<td>1.36215</td>
<td>1.198 (7)</td>
</tr>
<tr>
<td>M</td>
<td>1.05183</td>
<td>1.92906</td>
<td>-0.0232049</td>
<td>2.19731</td>
<td>0.078 (21)</td>
</tr>
<tr>
<td>O</td>
<td>2.451</td>
<td>2.05947</td>
<td>0.0214402</td>
<td>3.20145</td>
<td>0.601 (13)</td>
</tr>
<tr>
<td>R</td>
<td>0.35565</td>
<td>2.45972</td>
<td>0.91559</td>
<td>2.64859</td>
<td>0.207 (18)</td>
</tr>
<tr>
<td>S</td>
<td>0.208919</td>
<td>0.908351</td>
<td>0.842774</td>
<td>1.25659</td>
<td>0.506 (11)</td>
</tr>
<tr>
<td>X</td>
<td>-0.302993</td>
<td>-0.900308</td>
<td>-0.331857</td>
<td>1.00622</td>
<td>0.422 (8)</td>
</tr>
<tr>
<td>Total</td>
<td>1.43372</td>
<td>1.98663</td>
<td>0.584557</td>
<td>2.51875</td>
<td>0.539</td>
</tr>
</tbody>
</table>

Table 5. Control points.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>0.121741</td>
<td>-1.34542</td>
<td>1.44302</td>
<td>1.97941</td>
<td>0.483 (8)</td>
</tr>
<tr>
<td>E</td>
<td>-0.605649</td>
<td>0.613345</td>
<td>-1.94736</td>
<td>2.10335</td>
<td>0.569 (9)</td>
</tr>
<tr>
<td>H</td>
<td>4.05717</td>
<td>0.0832759</td>
<td>-0.393885</td>
<td>4.07709</td>
<td>0.531 (18)</td>
</tr>
<tr>
<td>Y</td>
<td>0.901995</td>
<td>3.12489</td>
<td>2.69199</td>
<td>4.22201</td>
<td>0.419 (12)</td>
</tr>
<tr>
<td>Total</td>
<td>2.09432</td>
<td>1.72981</td>
<td>1.82185</td>
<td>3.27071</td>
<td>0.527</td>
</tr>
</tbody>
</table>

Table 6. Check points.
X - Easting, Y - Northing, Z - Altitude.
Fig. 4. Reconstructed digital elevation model.

Resolution: 1.21 cm/pix
Point density: 68.6 points/cm²
Processing Parameters

General
- Cameras: 298
- Aligned cameras: 297
- Markers: 12
- Coordinate system: OSGB 1936 / British National Grid (EPSG::27700)
- Rotation angles: Yaw, Pitch, Roll

Point Cloud
- Points: 1,856,820 of 1,978,333
- RMS reprojection error: 0.152065 (0.724892 p.x)
- Max reprojection error: 0.556412 (34.8039 pix)
- Mean key point size: 4.5717 pix
- Effective overlap: 5.62432

Alignment parameters
- Accuracy: High
- Generic preselction: Yes
- Reference preselction: Yes
- Key point limit: 100,000
- Tie point limit: 0
- Adaptive camera model fitting: Yes
- Matching time: 47 minutes 25 seconds
- Alignment time: 11 minutes 54 seconds

Optimization parameters
- Parameters: f, b1, b2, cx, cy, k1-4, p1, p2
- Fit rolling shutter: No
- Optimization time: 55 seconds

Depth Maps
- Count: 297

Reconstruction parameters
- Quality: High
- Filtering mode: Aggressive
- Processing time: 6 hours 25 minutes

Dense Point Cloud
- Points: 139,432,521

Reconstruction parameters
- Quality: High
- Depth filtering: Aggressive
- Depth maps generation time: 6 hours 26 minutes
- Dense cloud generation time: 1 hour 3 minutes

Model
- Faces: 25,784,033
- Vertices: 12,903,463

Reconstruction parameters
- Surface type: Height field
- Source data: Dense
- Interpolation: Enabled
- Quality: High
- Depth filtering: Aggressive
- Face count: 26,096,504
- Processing time: 12 minutes 1 seconds

Orthomosaic
- Size: 28,940 x 31,525
- Coordinate system: OSGB 1936 / British National Grid (EPSG::27700)
- Channels: 3, uint8

Reconstruction parameters
- Blending mode: Mosaic
- Surface: Mesh
<table>
<thead>
<tr>
<th><strong>Enable color correction</strong></th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Enable hole filling</strong></td>
<td>Yes</td>
</tr>
<tr>
<td><strong>Processing time</strong></td>
<td>46 minutes 8 seconds</td>
</tr>
</tbody>
</table>

**Software**
- Version: 1.3.2 build 4265
- Platform: Linux 64
Day 7 (Survey 2)
Processing Report
13 February 2018
Survey Data

Fig. 1. Camera locations and image overlap.

Number of images: 298  
Flying altitude: 18.1 m  
Ground resolution: 5.21 mm/pix  
Coverage area: 0.0138 km²  

Camera stations: 287  
Tie points: 819,098  
Projections: 2,194,711  
Reprojection error: 0.91 pix

<table>
<thead>
<tr>
<th>Camera Model</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Precalibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon PowerShot D30 (5 mm)</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Cameras.
Camera Calibration

![Image residuals for Canon PowerShot D30 (5 mm).](image)

Canon PowerShot D30 (5 mm)  
298 images

<table>
<thead>
<tr>
<th>Type</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value</th>
<th>Error</th>
<th>F</th>
<th>Cx</th>
<th>Cy</th>
<th>R1</th>
<th>R2</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>F 3291.46</td>
<td>0.1</td>
<td>1.00</td>
<td>-0.18</td>
<td>-0.06</td>
<td>0.09</td>
<td>-0.15</td>
<td>0.07</td>
<td>0.57</td>
<td>-0.26</td>
<td>-0.11</td>
<td>0.01</td>
</tr>
<tr>
<td>Cx -31.9929</td>
<td>0.011</td>
<td>1.00</td>
<td>0.63</td>
<td>0.08</td>
<td>0.14</td>
<td>-0.03</td>
<td>0.30</td>
<td>-0.20</td>
<td>0.81</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Cy 1.76771</td>
<td>0.007</td>
<td>1.00</td>
<td>-8.17</td>
<td>0.11</td>
<td>0.01</td>
<td>-0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R1 -1.38809</td>
<td>0.01</td>
<td>1.00</td>
<td>-6.04</td>
<td>0.01</td>
<td>-0.03</td>
<td>0.63</td>
<td>-0.35</td>
<td>-0.05</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R2 0.164733</td>
<td>0.004</td>
<td>1.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.02</td>
<td>-0.02</td>
<td>0.02</td>
<td>-0.08</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K1 0.0030234</td>
<td>5.4e-05</td>
<td>1.20</td>
<td>-0.03</td>
<td>0.87</td>
<td>-0.34</td>
<td>-0.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K2 -0.0347195</td>
<td>0.00023</td>
<td>1.30</td>
<td>-0.98</td>
<td>0.05</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K3 0.00591995</td>
<td>0.0003</td>
<td>1.00</td>
<td>-0.30</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1 -0.00374920</td>
<td>5.6e-06</td>
<td>1.03</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2 -0.00013777</td>
<td>4.8e-06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Calibration coefficients and correlation matrix.
Ground Control Points

Fig. 3. GCP locations and error estimates.
Z error is represented by ellipse color. XY errors are represented by ellipse shape.
Estimated GCP locations are marked with a dot or crossing.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.530832</td>
<td>1.25371</td>
<td>0.44003</td>
<td>1.36146</td>
<td>1.4308</td>
</tr>
</tbody>
</table>

Table 3. Control points RMSE.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.14617</td>
<td>1.75806</td>
<td>1.78344</td>
<td>2.09868</td>
<td>2.75411</td>
</tr>
</tbody>
</table>

Table 4. Check points RMSE.
X - Easting, Y - Northing, Z - Altitude.
<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>0.0890405</td>
<td>1.36501</td>
<td>0.222941</td>
<td>1.38596</td>
<td>0.529 (16)</td>
</tr>
<tr>
<td>M</td>
<td>0.0887304</td>
<td>1.07675</td>
<td>-0.48812</td>
<td>1.18555</td>
<td>0.526 (9)</td>
</tr>
<tr>
<td>P</td>
<td>0.387269</td>
<td>0.21898</td>
<td>-0.671327</td>
<td>0.805363</td>
<td>0.446 (6)</td>
</tr>
<tr>
<td>R</td>
<td>0.952563</td>
<td>-1.22008</td>
<td>0.719306</td>
<td>1.70686</td>
<td>0.392 (11)</td>
</tr>
<tr>
<td>O</td>
<td>0.0912239</td>
<td>-2.10231</td>
<td>0.16655</td>
<td>2.11087</td>
<td>0.535 (8)</td>
</tr>
<tr>
<td>A</td>
<td>-1.11638</td>
<td>-2.04337</td>
<td>0.571341</td>
<td>2.39752</td>
<td>0.882 (17)</td>
</tr>
<tr>
<td>K</td>
<td>0.223874</td>
<td>1.40887</td>
<td>-0.0535979</td>
<td>1.42756</td>
<td>0.613 (18)</td>
</tr>
<tr>
<td>X</td>
<td>-0.427673</td>
<td>0.411495</td>
<td>-0.454801</td>
<td>0.747714</td>
<td>0.564 (18)</td>
</tr>
<tr>
<td>G</td>
<td>0.183539</td>
<td>0.457546</td>
<td>0.112829</td>
<td>0.505733</td>
<td>0.569 (6)</td>
</tr>
<tr>
<td>S</td>
<td>-0.47258</td>
<td>0.447236</td>
<td>-0.321873</td>
<td>0.725916</td>
<td>0.103 (4)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.530832</strong></td>
<td><strong>1.25371</strong></td>
<td><strong>0.44003</strong></td>
<td><strong>1.4308</strong></td>
<td><strong>0.594</strong></td>
</tr>
</tbody>
</table>

Table 5. Control points.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>0.371833</td>
<td>-2.41316</td>
<td>0.953075</td>
<td>2.62106</td>
<td>0.632 (21)</td>
</tr>
<tr>
<td>H</td>
<td>1.01465</td>
<td>2.24576</td>
<td>-0.335715</td>
<td>2.4871</td>
<td>0.542 (5)</td>
</tr>
<tr>
<td>D</td>
<td>-0.822109</td>
<td>-1.19206</td>
<td>0.417623</td>
<td>1.50774</td>
<td>0.741 (12)</td>
</tr>
<tr>
<td>E</td>
<td>1.8469</td>
<td>0.27081</td>
<td>-3.39518</td>
<td>3.87448</td>
<td>0.676 (4)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1.14617</strong></td>
<td><strong>1.75806</strong></td>
<td><strong>1.78344</strong></td>
<td><strong>2.75411</strong></td>
<td><strong>0.660</strong></td>
</tr>
</tbody>
</table>

Table 6. Check points.
X - Easting, Y - Northing, Z - Altitude.
Digital Elevation Model

Fig. 4. Reconstructed digital elevation model.

Resolution: 1.04 cm/pix
Point density: 92 points/cm²
### Processing Parameters

#### General
- Cameras: 298
- Aligned cameras: 287
- Markers: 14
- Coordinate system: OSGB 1936 / British National Grid (EPSG:27700)
- Rotation angles: Yaw, Pitch, Roll

#### Point Cloud
- Points: 819,098 of 918,493
- RMS reprojection error: 6.14969 (6.909653 px)
- Max reprojection error: 0.587212 (41.1494 px)
- Mean key point size: 5.55078 px
- Effective overlap: 2.75146

#### Alignment parameters
- Accuracy: High
- General preselection: Yes
- Reference preselection: Yes
- Key point limit: 103,000
- Tie point limit: 0
- Adaptive camera model fitting: Yes
- Matching time: 1 hour 0 minutes
- Alignment time: 8 minutes 17 seconds

#### Optimization parameters
- Parameters: f, b1, b2, cx, cy, k1-k3, p1, p2
- Fit rolling shutter: No
- Optimization time: 15 seconds

#### Dense Point Cloud
- Points: 129,471,039

#### Reconstruction parameters
- Quality: High
- Depth filtering: Aggressive
- Depth maps generation time: 3 hours 9 minutes
- Dense cloud generation time: 1 hour 1 minutes

#### Model
- Faces: 8,569,457
- Vertices: 4,292,311
- Texture: 6,096 x 4,096, uint8

#### Reconstruction parameters
- Surface type: Height field
- Source data: Dense
- Intersection: Enabled
- Quality: High
- Depth filtering: Aggressive
- Face count: 8,631,462
- Processing time: 12 minutes 26 seconds

#### Texturing parameters
- Mapping mode: Orthophoto
- Blending mode: Mosaic
- Texture size: 6,096 x 4,096
- Enable color correction: No
- Enable hole filling: Yes
- UV mapping time: 2 minutes 53 seconds
- Blending time: 7 minutes 23 seconds

#### DEM
- Size: 24,536 x 36,041
- Coordinate system: OSGB 1936 / British National Grid (EPSG:27700)
<table>
<thead>
<tr>
<th>Source data</th>
<th>Dense cloud</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpolation</td>
<td>Enabled</td>
</tr>
<tr>
<td>Processing time</td>
<td>21 minutes 27 seconds</td>
</tr>
<tr>
<td>Orthomosaic</td>
<td></td>
</tr>
<tr>
<td>Size</td>
<td>31,552 x 38,624</td>
</tr>
<tr>
<td>Coordinate system</td>
<td>OSGB 1536 / British National Grid (EPSG::27700)</td>
</tr>
<tr>
<td>Channels</td>
<td>2, uint8</td>
</tr>
<tr>
<td>Reconstruction parameters</td>
<td></td>
</tr>
<tr>
<td>Blending mode</td>
<td>Mosaic</td>
</tr>
<tr>
<td>Surface</td>
<td>Mesh</td>
</tr>
<tr>
<td>Enable color correction</td>
<td>No</td>
</tr>
<tr>
<td>Enable hole filling</td>
<td>Yes</td>
</tr>
<tr>
<td>Processing time</td>
<td>31 minutes 50 seconds</td>
</tr>
<tr>
<td>Software</td>
<td></td>
</tr>
<tr>
<td>Version</td>
<td>1.3.2 build 4205</td>
</tr>
<tr>
<td>Platform</td>
<td>Windows 64</td>
</tr>
</tbody>
</table>
Survey Data

Fig. 1. Camera locations and image overlap.

- Number of images: 298
- Flying altitude: 34.5 m
- Ground resolution: 9.78 mm/pix
- Coverage area: 0.0202 km²
- Camera stations: 298
- Tie points: 1,452,172
- Projections: 8,002,133
- Reprojection error: 0.697 pix

<table>
<thead>
<tr>
<th>Camera Model</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Precalibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon PowerShot D30</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Cameras.
Camera Calibration

Fig. 2. Image residuals for Canon PowerShot D30 (5 mm).

Canon PowerShot D30 (5 mm)
298 Images

<table>
<thead>
<tr>
<th>Type</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Value</th>
<th>Prerr</th>
<th>F</th>
<th>Cx</th>
<th>Cy</th>
<th>B1</th>
<th>B2</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>3252.00</td>
<td>0.029</td>
<td>1.00</td>
<td>0.39</td>
<td>-0.39</td>
<td>-0.25</td>
<td>0.09</td>
<td>-0.23</td>
<td>0.14</td>
<td>-0.23</td>
<td>0.14</td>
<td>-0.08</td>
<td>-0.14</td>
</tr>
<tr>
<td>Cx</td>
<td>-28.2538</td>
<td>0.032</td>
<td>1.00</td>
<td>0.63</td>
<td>-0.50</td>
<td>-0.14</td>
<td>0.02</td>
<td>0.63</td>
<td>-0.24</td>
<td>0.04</td>
<td>0.01</td>
<td>0.04</td>
<td>0.01</td>
</tr>
<tr>
<td>Cy</td>
<td>3.30421</td>
<td>0.03</td>
<td>1.00</td>
<td>0.14</td>
<td>-0.46</td>
<td>0.30</td>
<td>-0.01</td>
<td>0.01</td>
<td>-0.60</td>
<td>0.04</td>
<td>0.04</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>-1.48238</td>
<td>0.004</td>
<td>1.00</td>
<td>-0.01</td>
<td>-0.03</td>
<td>-0.02</td>
<td>0.02</td>
<td>-0.02</td>
<td>-0.24</td>
<td>0.13</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>0.0530944</td>
<td>0.039</td>
<td>1.06</td>
<td>0.31</td>
<td>-0.06</td>
<td>0.03</td>
<td>-0.06</td>
<td>-0.14</td>
<td>-0.33</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K1</td>
<td>-0.004468</td>
<td>2.7e-05</td>
<td>1.20</td>
<td>-0.27</td>
<td>0.92</td>
<td>-0.27</td>
<td>0.01</td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K2</td>
<td>0.0044225</td>
<td>0.0019</td>
<td>1.00</td>
<td>-0.95</td>
<td>0.96</td>
<td>-0.03</td>
<td>-0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K3</td>
<td>-0.170559</td>
<td>0.0051</td>
<td>1.00</td>
<td>-0.99</td>
<td>-0.03</td>
<td>0.06</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K4</td>
<td>0.177414</td>
<td>0.0064</td>
<td>1.00</td>
<td>0.04</td>
<td>-0.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>-0.00343523</td>
<td>2.1e-06</td>
<td>1.00</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>-0.0014095</td>
<td>2.1e-06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Calibration coefficients and correlation matrix.
Ground Control Points

Fig. 3. GCP locations and error estimates. Z error is represented by ellipse color. XY errors are represented by ellipse shape. Estimated GCP locations are marked with a dot or crossing.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.759989</td>
<td>0.498983</td>
<td>0.572202</td>
<td>0.909158</td>
<td>1.07424</td>
</tr>
</tbody>
</table>

Table 3. Control points RMSE. X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.45671</td>
<td>1.03598</td>
<td>2.30596</td>
<td>1.79753</td>
<td>2.91695</td>
</tr>
</tbody>
</table>

Table 4. Check points RMSE. X - Easting, Y - Northing, Z - Altitude.
<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-0.36921</td>
<td>0.816325</td>
<td>1.0617</td>
<td>1.38921</td>
<td>1.263 (15)</td>
</tr>
<tr>
<td>G</td>
<td>1.54452</td>
<td>0.440257</td>
<td>0.683828</td>
<td>1.74556</td>
<td>0.652 (39)</td>
</tr>
<tr>
<td>K</td>
<td>0.898336</td>
<td>0.285822</td>
<td>-0.0256907</td>
<td>0.94306</td>
<td>1.166 (15)</td>
</tr>
<tr>
<td>M</td>
<td>-0.661162</td>
<td>-0.437746</td>
<td>-0.0353339</td>
<td>0.793728</td>
<td>1.201 (16)</td>
</tr>
<tr>
<td>O</td>
<td>-0.405125</td>
<td>-0.721398</td>
<td>-0.27356</td>
<td>0.871422</td>
<td>0.706 (51)</td>
</tr>
<tr>
<td>P</td>
<td>0.194715</td>
<td>0.0974953</td>
<td>-0.085361</td>
<td>0.911748</td>
<td>1.024 (36)</td>
</tr>
<tr>
<td>R</td>
<td>-0.405051</td>
<td>-0.642786</td>
<td>-0.102975</td>
<td>0.76671</td>
<td>0.822 (35)</td>
</tr>
<tr>
<td>S</td>
<td>-1.00736</td>
<td>-0.072878</td>
<td>-0.728787</td>
<td>1.24548</td>
<td>0.846 (26)</td>
</tr>
<tr>
<td>X</td>
<td>0.653102</td>
<td>-0.334027</td>
<td>-0.179462</td>
<td>0.755197</td>
<td>0.866 (16)</td>
</tr>
<tr>
<td>Z</td>
<td>-0.449907</td>
<td>0.544366</td>
<td>0.494743</td>
<td>0.862277</td>
<td>0.600 (38)</td>
</tr>
<tr>
<td>Total</td>
<td>0.759989</td>
<td>0.498983</td>
<td>0.572202</td>
<td>1.07424</td>
<td>0.866</td>
</tr>
</tbody>
</table>

Table 5. Control points.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>1.52118</td>
<td>-1.31507</td>
<td>3.63405</td>
<td>5.46405</td>
<td>0.686 (17)</td>
</tr>
<tr>
<td>E</td>
<td>2.46744</td>
<td>0.0132225</td>
<td>3.33091</td>
<td>4.14529</td>
<td>0.575 (30)</td>
</tr>
<tr>
<td>H</td>
<td>-0.292531</td>
<td>0.420601</td>
<td>-1.44513</td>
<td>1.53326</td>
<td>0.692 (10)</td>
</tr>
<tr>
<td>Y</td>
<td>-0.0144473</td>
<td>-1.54485</td>
<td>-0.337088</td>
<td>1.58126</td>
<td>0.859 (34)</td>
</tr>
<tr>
<td>Total</td>
<td>1.45671</td>
<td>1.03598</td>
<td>2.30506</td>
<td>2.91695</td>
<td>0.725</td>
</tr>
</tbody>
</table>

Table 6. Check points.
X - Easting, Y - Northing, Z - Altitude.
Digital Elevation Model

Fig. 4. Reconstructed digital elevation model.

Resolution: 1.96 cm/pix
Point density: 26.1 points/cm²
Processing Parameters

General
Cameras 298
Aligned cameras 298
Markers 14
Coordinate system OSGB 1936 / British National Grid (EPSG:27700)
Rotation angles Yaw, Pitch, Roll

Point Cloud
Points 1,452,172 of 1,544,555
RMS reprojection error 6.184159 (6.696765 pix)
Max reprojection error 0.666581 (41.6057 pix)
Mean key point size 3.53177 pix
Effective overlap 6.86049

Alignment parameters
Accuracy High
General preselction Yes
Reference preselction Yes
Key point limit 103,000
Tie point limit 0
Adaptive camera model fitting Yes
Hatching time 7 hours 58 minutes
Alignment time 1 hour 50 minutes

Optimization parameters
Parameters f, b1, b2, cx, cy, k1-44, p1, p2
Iteration time 1 minutes 15 seconds

Dense Point Cloud
Points 60,432,303

Reconstruction parameters
Quality High
Depth filtering Aggressive
Depth maps generation time 13 hours 2 minutes
Dense cloud generation time 2 hours 29 minutes

Model
Faces 3,683,040
Vertices 1,596,638

Reconstruction parameters
Surface type Height field
Source data Dense
Interpolation Enabled
Quality High
Depth filtering Aggressive
Face count 4,628,221
Processing time 2 minutes 49 seconds

Orthomosaic
Size 19,554 x 21,782
Coordinate system OSGB 1936 / British National Grid (EPSG:27700)
Channels 3, uint8

Reconstruction parameters
Blending mode Mosaic
Surface Mesh
Enable color correction No
Enable hole filling Yes
Processing time 28 minutes 59 seconds

Software
Version 1.3.2 build 4205
Platform Windows 64
Day 9 (Survey 4)
Processing Report
13 February 2018
Survey Data

Fig. 1. Camera locations and image overlap.

Number of images: 298
Flying altitude: 40.1 m
Ground resolution: 1.16 cm/pix
Coverage area: 0.0264 km²

Camera stations: 298
Tie points: 1,232,351
Projections: 4,215,961
Reprojection error: 1.21 pix

<table>
<thead>
<tr>
<th>Camera Model</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Precalibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon PowerShot D30 (5 mm)</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 µm</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Cameras.
Camera Calibration

Fig. 2. Image residuals for Canon PowerShot D30 (5 mm).

Canon PowerShot D30 (5 mm)
296 images

<table>
<thead>
<tr>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value</th>
<th>Error</th>
<th>( F )</th>
<th>( C_x )</th>
<th>( C_y )</th>
<th>( B_1 )</th>
<th>( B_2 )</th>
<th>( K_1 )</th>
<th>( K_2 )</th>
<th>( P_1 )</th>
<th>( P_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F )</td>
<td>3253.26</td>
<td>0.09</td>
<td>1.00</td>
<td>0.09</td>
<td>0.23</td>
<td>0.64</td>
<td>0.21</td>
<td>0.24</td>
<td>0.01</td>
<td>-0.59</td>
</tr>
<tr>
<td>( C_x )</td>
<td>-32.3048</td>
<td>0.054</td>
<td>1.00</td>
<td>-0.02</td>
<td>-0.31</td>
<td>0.39</td>
<td>0.02</td>
<td>0.02</td>
<td>0.89</td>
<td>-0.02</td>
</tr>
<tr>
<td>( C_y )</td>
<td>2.25319</td>
<td>0.075</td>
<td>1.00</td>
<td>-0.39</td>
<td>-0.49</td>
<td>-0.10</td>
<td>3.02</td>
<td>0.05</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>( B_1 )</td>
<td>-1.66016</td>
<td>0.0082</td>
<td>1.00</td>
<td>0.03</td>
<td>0.01</td>
<td>0.06</td>
<td>0.30</td>
<td>0.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( B_2 )</td>
<td>0.420482</td>
<td>0.0183</td>
<td>1.00</td>
<td>0.02</td>
<td>-0.01</td>
<td>0.15</td>
<td>0.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_1 )</td>
<td>0.00222779</td>
<td>1.8e-05</td>
<td>1.00</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( K_2 )</td>
<td>-0.00605801</td>
<td>3.2e-05</td>
<td>1.00</td>
<td>-0.31</td>
<td>0.01</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( P_1 )</td>
<td>-0.00034239</td>
<td>4.6e-06</td>
<td>1.00</td>
<td>0.03</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( P_2 )</td>
<td>-0.00106888</td>
<td>5.1e-06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Calibration coefficients and correlation matrix.
Ground Control Points

Fig. 3. GCP locations and error estimates.
Z error is represented by ellipse color. X,Y errors are represented by ellipse shape.
Estimated GCP locations are marked with a dot or crossing.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.660104</td>
<td>0.746251</td>
<td>0.577163</td>
<td>0.996307</td>
<td>1.15141</td>
</tr>
</tbody>
</table>

Table 3. Control points RMSE.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2.9182</td>
<td>1.63849</td>
<td>5.95999</td>
<td>3.44905</td>
<td>6.86873</td>
</tr>
</tbody>
</table>

Table 4. Check points RMSE.
X - Easting, Y - Northing, Z - Altitude.
<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-0.563179</td>
<td>-0.357057</td>
<td>-0.0585325</td>
<td>0.669393</td>
<td>0.871 (28)</td>
</tr>
<tr>
<td>G</td>
<td>-0.94114</td>
<td>-0.760243</td>
<td>0.540041</td>
<td>1.3249</td>
<td>0.694 (41)</td>
</tr>
<tr>
<td>K</td>
<td>-0.807629</td>
<td>–1.1674</td>
<td>0.957036</td>
<td>1.71202</td>
<td>0.761 (29)</td>
</tr>
<tr>
<td>M</td>
<td>1.00121</td>
<td>-0.475247</td>
<td>0.934028</td>
<td>1.44937</td>
<td>0.845 (26)</td>
</tr>
<tr>
<td>O</td>
<td>0.251217</td>
<td>0.413633</td>
<td>-0.370003</td>
<td>0.609786</td>
<td>0.728 (63)</td>
</tr>
<tr>
<td>P</td>
<td>0.393816</td>
<td>1.50042</td>
<td>0.0944458</td>
<td>1.55412</td>
<td>0.610 (33)</td>
</tr>
<tr>
<td>R</td>
<td>1.0483</td>
<td>0.709096</td>
<td>-0.587199</td>
<td>1.39519</td>
<td>0.798 (26)</td>
</tr>
<tr>
<td>S</td>
<td>-0.0367573</td>
<td>0.404595</td>
<td>-0.290728</td>
<td>0.499722</td>
<td>0.701 (42)</td>
</tr>
<tr>
<td>X</td>
<td>-0.415095</td>
<td>-0.417487</td>
<td>-0.592608</td>
<td>0.83533</td>
<td>0.822 (27)</td>
</tr>
<tr>
<td>Z</td>
<td>0.094056</td>
<td>0.107665</td>
<td>-0.566313</td>
<td>0.584079</td>
<td>0.705 (45)</td>
</tr>
<tr>
<td>Total</td>
<td>0.650104</td>
<td>0.746251</td>
<td>0.577163</td>
<td>1.15141</td>
<td>0.746</td>
</tr>
</tbody>
</table>

Table 5. Control points.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>-5.68546</td>
<td>2.93355</td>
<td>11.7433</td>
<td>13.3729</td>
<td>4.193 (57)</td>
</tr>
<tr>
<td>E</td>
<td>-0.878407</td>
<td>0.683758</td>
<td>-1.35404</td>
<td>1.75287</td>
<td>0.661 (27)</td>
</tr>
<tr>
<td>H</td>
<td>-0.300451</td>
<td>-2.10748</td>
<td>0.628611</td>
<td>2.21915</td>
<td>0.432 (32)</td>
</tr>
<tr>
<td>Y</td>
<td>0.93658</td>
<td>-0.0742055</td>
<td>-1.00147</td>
<td>1.37318</td>
<td>0.594 (26)</td>
</tr>
<tr>
<td>Total</td>
<td>2.9182</td>
<td>1.83349</td>
<td>3.99399</td>
<td>5.80373</td>
<td>2.092</td>
</tr>
</tbody>
</table>

Table 6. Check points.
X - Easting, Y - Northing, Z - Altitude.
Digital Elevation Model

Fig. 4. Reconstructed digital elevation model.

Resolution: 2.32 cm/pix
Point density: 18.5 points/cm²
### Processing Parameters

#### General
- Cameras: 295
- Aligned cameras: 298
- Markers: 14
- Coordinate system: OSGB 1936 / British National Grid (EPSG::27700)
- Rotation angles: Yaw, Pitch, Roll

#### Point Cloud
- Points: 1,293,351 of 1,310,465
- RMS reprojection error: 0.197970 (1.21227 pix)
- Max reprojection error: 0.715523 (47.8986 pix)
- Mean key point size: 5.49904 pix
- Effective overlap: 5.64462

#### Alignment parameters
- Accuracy: High
- Generic preselection: Yes
- Reference preselection: Yes
- Key point limit: 100,000
- Tie point limit: 0
- Adaptive camera model fitting: Yes
- Matching time: 1 hour 35 minutes
- Alignment time: 10 minutes 67 seconds

#### Optimization parameters
- Parameters: f, b1, b2, cx, cy, k1, k2, p1, p2
- Fitting rolling shutter: No
- Optimization time: 29 seconds

#### Depth Maps
- Count: 295

#### Reconstruction parameters
- Quality: High
- Filtering mode: Aggressive
- Processing time: 1 day 0 hours

#### Dense Point Cloud
- Points: 58,411,074

#### Reconstruction parameters
- Quality: High
- Depth filtering: Aggressive
- Depth maps generation time: 1 day 0 hours
- Dense cloud generation time: 4 hours 0 minutes

#### Model
- Faces: 11,381,685
- Vertices: 5,797,254

#### Reconstruction parameters
- Surface type: Height field
- Source data: Dense
- Interpolation: Enabled
- Quality: High
- Depth filtering: Aggressive
- Face count: 11,862,211
- Processing time: 4 minutes 14 seconds

#### Orthomosaic
- Size: 17,737 x 19,316
- Coordinate system: OSGB 1936 / British National Grid (EPSG::27700)
- Channels: 3, s, n, t

#### Reconstruction parameters
- Blending mode: Mosaic
- Surface: Mesh
<table>
<thead>
<tr>
<th>Enable color correction</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enable hole filling</td>
<td>Yes</td>
</tr>
<tr>
<td>Processing time</td>
<td>43 minutes 38 seconds</td>
</tr>
</tbody>
</table>

**Software**

- Version: 1.3.2 build 4265
- Platform: Lirut 64
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Fig. 1. Camera locations and image overlap.

Number of images: 298
Flying altitude: 30.4 m
Ground resolution: 8.79 mm/pix
Coverage area: 0.02 km²
Camera stations: 298
Tie points: 1,166,275
Projections: 3,931,742
Reprojection error: 1.24 pix

<table>
<thead>
<tr>
<th>Camera Model</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Precalibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon PowerShot D30 (5 mm)</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Cameras.
Camera Calibration

![Image of calibration diagram]

Fig. 2. Image residuals for Canon PowerShot D30 (5 mm).

Canon PowerShot D30 (5 mm)
296 images

<table>
<thead>
<tr>
<th>Type</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 µm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value</th>
<th>Error</th>
<th>F</th>
<th>Cx</th>
<th>Cy</th>
<th>B1</th>
<th>B2</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>f</td>
<td>0.092</td>
<td>1.00</td>
<td>0.15</td>
<td>-0.12</td>
<td>-0.02</td>
<td>-0.02</td>
<td>0.00</td>
<td>0.05</td>
<td>0.03</td>
<td>0.03</td>
<td>0.03</td>
</tr>
<tr>
<td>C4</td>
<td>-4.2763</td>
<td>0.087</td>
<td>1.00</td>
<td>0.01</td>
<td>-9.26</td>
<td>0.02</td>
<td>-0.02</td>
<td>-0.31</td>
<td>0.01</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>Cy</td>
<td>0.092</td>
<td>1.00</td>
<td>-0.02</td>
<td>-0.32</td>
<td>-0.02</td>
<td>-0.36</td>
<td>0.03</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>-0.3909</td>
<td>0.01</td>
<td>1.00</td>
<td>-0.02</td>
<td>0.33</td>
<td>0.34</td>
<td>0.04</td>
<td>0.03</td>
<td>0.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B2</td>
<td>1.5023</td>
<td>0.01</td>
<td>1.00</td>
<td>0.02</td>
<td>-0.31</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K1</td>
<td>4.2825</td>
<td>4.2825</td>
<td>1.00</td>
<td>0.01</td>
<td>-0.31</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K2</td>
<td>0.0018</td>
<td>0.0018</td>
<td>1.00</td>
<td>0.01</td>
<td>-0.31</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K3</td>
<td>0.0023</td>
<td>0.0023</td>
<td>1.00</td>
<td>0.01</td>
<td>-0.31</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>6.2956</td>
<td>6.2956</td>
<td>1.00</td>
<td>0.01</td>
<td>-0.31</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>0.00279906</td>
<td>0.00279906</td>
<td>1.00</td>
<td>0.01</td>
<td>-0.31</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.36</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Calibration coefficients and correlation matrix.
Ground Control Points

Fig. 3. GCP locations and error estimates.
Z error is represented by ellipse color. X,Y errors are represented by ellipse shape.
Estimated GCP locations are marked with a dot or crossing.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.620125</td>
<td>2.60326</td>
<td>2.9376</td>
<td>2.6761</td>
<td>3.97379</td>
</tr>
</tbody>
</table>

Table 3. Control points RMSE.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>1.33332</td>
<td>3.50651</td>
<td>6.63096</td>
<td>3.75145</td>
<td>7.61661</td>
</tr>
</tbody>
</table>

Table 4. Check points RMSE.
X - Easting, Y - Northing, Z - Altitude.
<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z</td>
<td>0.578724</td>
<td>2.05706</td>
<td>4.47589</td>
<td>4.96074</td>
<td>0.939 (25)</td>
</tr>
<tr>
<td>O</td>
<td>-0.0947407</td>
<td>0.575537</td>
<td>2.48116</td>
<td>2.5488</td>
<td>0.916 (29)</td>
</tr>
<tr>
<td>S</td>
<td>-0.23013</td>
<td>-1.62764</td>
<td>0.235824</td>
<td>1.6608</td>
<td>1.449 (22)</td>
</tr>
<tr>
<td>R</td>
<td>0.223676</td>
<td>1.13761</td>
<td>-2.4126</td>
<td>2.0798</td>
<td>0.802 (30)</td>
</tr>
<tr>
<td>G</td>
<td>-0.49421</td>
<td>-1.945</td>
<td>-5.46838</td>
<td>5.82499</td>
<td>1.024 (24)</td>
</tr>
<tr>
<td>M</td>
<td>0.33432</td>
<td>5.6829</td>
<td>4.24731</td>
<td>7.0866</td>
<td>1.231 (25)</td>
</tr>
<tr>
<td>P</td>
<td>-0.788089</td>
<td>-0.386959</td>
<td>0.532849</td>
<td>1.02701</td>
<td>0.902 (27)</td>
</tr>
<tr>
<td>A</td>
<td>-1.0725</td>
<td>-1.95393</td>
<td>-0.616591</td>
<td>2.31254</td>
<td>0.919 (22)</td>
</tr>
<tr>
<td>X</td>
<td>0.280116</td>
<td>0.836835</td>
<td>-1.38049</td>
<td>1.63845</td>
<td>0.873 (23)</td>
</tr>
<tr>
<td>K</td>
<td>1.09217</td>
<td>-4.32536</td>
<td>-1.92529</td>
<td>4.66242</td>
<td>0.898 (22)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>0.620125</strong></td>
<td><strong>2.60326</strong></td>
<td><strong>2.9375</strong></td>
<td><strong>3.97379</strong></td>
<td><strong>1.009</strong></td>
</tr>
</tbody>
</table>

Table 5. Control points.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>1.17514</td>
<td>-4.41802</td>
<td>-10.7705</td>
<td>11.7006</td>
<td>1.186 (18)</td>
</tr>
<tr>
<td>D</td>
<td>-1.68041</td>
<td>0.33325</td>
<td>-4.68066</td>
<td>4.98432</td>
<td>1.029 (21)</td>
</tr>
<tr>
<td>Y</td>
<td>-0.966789</td>
<td>1.50093</td>
<td>-4.58784</td>
<td>4.92337</td>
<td>1.042 (26)</td>
</tr>
<tr>
<td>H</td>
<td>-1.40278</td>
<td>5.22491</td>
<td>4.11322</td>
<td>5.79603</td>
<td>1.904 (17)</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>1.33332</strong></td>
<td><strong>3.50551</strong></td>
<td><strong>5.63098</strong></td>
<td><strong>7.61981</strong></td>
<td><strong>1.294</strong></td>
</tr>
</tbody>
</table>

Table 6. Check points.
X - Easting, Y - Northing, Z - Altitude.
Fig. 4. Reconstructed digital elevation model.

Resolution: 1.76 cm/pix
Point density: 32.3 points/cm²
### Processing Parameters

#### General
- **Cameras**: 295
- **Aligned cameras**: 298
- **Markers**: 14
- **Coordinate system**: OSGB 1936 / British National Grid (EPSG::27700)
- **Rotation angles**: Yaw, Pitch, Roll

#### Point Cloud
- **Points**: 1,166,375 of 1,242,623
- **RMS reprojection error**: 0.214646 (1.23753 pix)
- **Max reprojection error**: 0.764277 (41.2374 pix)
- **Mean key point size**: 5.55425 pix
- **Effective overlap**: 2.62106

#### Alignment parameters
- **Accuracy**: High
- **Generic preselection**: Yes
- **Key point limit**: 100,300
- **Tie point limit**: 6
- **Adaptive camera model fitting**: Yes
- **Matching time**: 1 hours 26 minutes
- **Alignment time**: 11 minutes 45 seconds

#### Optimization parameters
- **Parameters**: f, b1, b2, cx, cy, k1-k3, p1, p2
- **Fit rolling shutter**: No
- **Optimization time**: 44 seconds

#### Depth Maps
- **Count**: 298

#### Reconstruction parameters
- **Quality**: High
- **Filtering mode**: Aggressive
- **Processing time**: 13 hours 13 minutes

#### Dense Point Cloud
- **Points**: 84,385,355

#### Reconstruction parameters
- **Quality**: High
- **Depth filtering**: Aggressive
- **Depth maps generation time**: 13 hours 13 minutes
- **Dense cloud generation time**: 2 hours 50 minutes

#### Model
- **Faces**: 16,744,417
- **Vertices**: 6,383,179

#### Reconstruction parameters
- **Surface type**: Height field
- **Source data**: Dense
- **Interpolation**: Enabled
- **Quality**: High
- **Depth filtering**: Aggressive
- **Face count**: 16,777,065
- **Processing time**: 6 minutes 33 seconds

#### DEM
- **Size**: 14.630 x 17,860
- **Coordinate system**: OSGB 1936 / British National Grid (EPSG::27700)

#### Reconstruction parameters
- **Source data**: Dense cloud
- **Interpolation**: Enabled
- **Processing time**: 7 minutes 54 seconds

---

409
<table>
<thead>
<tr>
<th><strong>Size</strong></th>
<th>22.530 x 23.362</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Coordinate system</strong></td>
<td>OSGB 1936 / British National Grid (EPSG:27700)</td>
</tr>
<tr>
<td><strong>Channels</strong></td>
<td>3, uint8</td>
</tr>
<tr>
<td><strong>Reconstruction parameters</strong></td>
<td></td>
</tr>
<tr>
<td>Blending mode</td>
<td>Mosaic</td>
</tr>
<tr>
<td>Surface</td>
<td>DEM</td>
</tr>
<tr>
<td>Enable color correction</td>
<td>No</td>
</tr>
<tr>
<td>Enable hole filling</td>
<td>Yes</td>
</tr>
<tr>
<td>Processing time</td>
<td>6 minutes 34 seconds</td>
</tr>
<tr>
<td><strong>Software</strong></td>
<td></td>
</tr>
<tr>
<td>Version</td>
<td>1.0.2 build 4265</td>
</tr>
<tr>
<td>Platform</td>
<td>Linux 64</td>
</tr>
</tbody>
</table>
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Fig. 1. Camera locations and image overlap.

Number of images: 298
Flying altitude: 42.9 m
Ground resolution: 1.26 cm/pix
Coverage area: 0.0324 km²

Camera stations: 298
Tie points: 1,218,213
Projections: 4,514,338
Reprojection error: 1.15 pix

<table>
<thead>
<tr>
<th>Camera Model</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Precalibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Canon PowerShot D30 (5 mm)</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 µm</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Cameras.
Camera Calibration

Fig. 2. Image residuals for Canon PowerShot D30 (5 mm).

Canon PowerShot D30 (5 mm)

298 Images

<table>
<thead>
<tr>
<th>Type</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame</td>
<td>4000 x 3000</td>
<td>5 mm</td>
<td>1.55 x 1.55 μm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Value</th>
<th>Errn</th>
<th>F</th>
<th>Cx</th>
<th>Cy</th>
<th>K1</th>
<th>K2</th>
<th>K3</th>
<th>K4</th>
<th>P1</th>
<th>P2</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>3200.17</td>
<td>0.05</td>
<td>1.00</td>
<td>-0.41</td>
<td>0.11</td>
<td>-0.32</td>
<td>-0.36</td>
<td>-0.10</td>
<td>0.14</td>
<td>-0.14</td>
</tr>
<tr>
<td>Cx</td>
<td>-18.2998</td>
<td>0.05</td>
<td>1.00</td>
<td>-0.07</td>
<td>0.49</td>
<td>0.03</td>
<td>-0.04</td>
<td>0.01</td>
<td>-0.02</td>
<td>0.00</td>
</tr>
<tr>
<td>Cy</td>
<td>-6.05173</td>
<td>0.05</td>
<td>1.00</td>
<td>-0.04</td>
<td>0.34</td>
<td>0.03</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>B1</td>
<td>-0.940386</td>
<td>0.05</td>
<td>1.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.01</td>
<td>0.00</td>
<td>-0.00</td>
<td>0.20</td>
<td>-0.06</td>
</tr>
<tr>
<td>B2</td>
<td>9.358266</td>
<td>0.05</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>K1</td>
<td>-0.00355726</td>
<td>6.5e-05</td>
<td>1.00</td>
<td>-0.07</td>
<td>0.02</td>
<td>-0.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>K2</td>
<td>0.0179736</td>
<td>0.00048</td>
<td>1.00</td>
<td>-0.99</td>
<td>0.35</td>
<td>0.01</td>
<td>-0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K3</td>
<td>-0.137336</td>
<td>0.0034</td>
<td>1.00</td>
<td>-0.99</td>
<td>0.35</td>
<td>0.01</td>
<td>-0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>K4</td>
<td>5.173831</td>
<td>0.0034</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td>-0.00194667</td>
<td>3.5e-06</td>
<td>1.00</td>
<td>-0.04</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P2</td>
<td>-1.80849e-06</td>
<td>3.2e-06</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Calibration coefficients and correlation matrix.
Ground Control Points

Fig. 3. GCP locations and error estimates.
Z error is represented by ellipse color. X, Y errors are represented by ellipse shape.
Estimated GCP locations are marked with a dot or crossing.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.14238</td>
<td>1.19191</td>
<td>0.965502</td>
<td>1.65096</td>
<td>1.91306</td>
</tr>
</tbody>
</table>

Table 3. Control points RMSE.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2.1998</td>
<td>0.901373</td>
<td>1.62794</td>
<td>2.37731</td>
<td>2.88128</td>
</tr>
</tbody>
</table>

Table 4. Check points RMSE.
X - Easting, Y - Northing, Z - Altitude.
<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.71783</td>
<td>-1.69026</td>
<td>-1.03774</td>
<td>2.62389</td>
<td>1.014 (25)</td>
</tr>
<tr>
<td>G</td>
<td>1.67708</td>
<td>1.02382</td>
<td>-1.52479</td>
<td>2.48713</td>
<td>0.918 (49)</td>
</tr>
<tr>
<td>K</td>
<td>1.27052</td>
<td>2.46023</td>
<td>-0.304412</td>
<td>2.78561</td>
<td>1.104 (23)</td>
</tr>
<tr>
<td>M</td>
<td>-0.430292</td>
<td>0.471066</td>
<td>1.61898</td>
<td>1.74016</td>
<td>1.249 (30)</td>
</tr>
<tr>
<td>O</td>
<td>0.212763</td>
<td>-0.9880092</td>
<td>0.901675</td>
<td>1.35448</td>
<td>0.958 (44)</td>
</tr>
<tr>
<td>P</td>
<td>-0.441874</td>
<td>-0.681316</td>
<td>-0.0429745</td>
<td>0.813198</td>
<td>0.957 (40)</td>
</tr>
<tr>
<td>R</td>
<td>-0.878742</td>
<td>-0.399331</td>
<td>-0.573623</td>
<td>1.12281</td>
<td>0.803 (29)</td>
</tr>
<tr>
<td>S</td>
<td>-0.252691</td>
<td>0.0699665</td>
<td>0.109829</td>
<td>0.284272</td>
<td>0.974 (34)</td>
</tr>
<tr>
<td>X</td>
<td>-0.909347</td>
<td>0.907262</td>
<td>-0.268237</td>
<td>1.31225</td>
<td>1.068 (23)</td>
</tr>
<tr>
<td>Z</td>
<td>-1.89315</td>
<td>-1.26434</td>
<td>1.41339</td>
<td>2.6796</td>
<td>0.816 (33)</td>
</tr>
<tr>
<td>Total</td>
<td><strong>1.14238</strong></td>
<td><strong>1.19191</strong></td>
<td><strong>0.966502</strong></td>
<td><strong>1.91306</strong></td>
<td><strong>0.982</strong></td>
</tr>
</tbody>
</table>

Table 5. Control points.
X - Easting, Y - Northing, Z - Altitude.

<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>-0.385398</td>
<td>0.243911</td>
<td>-1.41884</td>
<td>1.49035</td>
<td>0.936 (48)</td>
</tr>
<tr>
<td>E</td>
<td>3.10685</td>
<td>0.127864</td>
<td>-2.37568</td>
<td>3.91315</td>
<td>0.914 (37)</td>
</tr>
<tr>
<td>H</td>
<td>-1.04566</td>
<td>-1.53513</td>
<td>1.08229</td>
<td>2.14974</td>
<td>0.830 (39)</td>
</tr>
<tr>
<td>Y</td>
<td>-2.90695</td>
<td>-0.904114</td>
<td>-1.33131</td>
<td>3.32443</td>
<td>1.063 (46)</td>
</tr>
<tr>
<td>Total</td>
<td><strong>2.1998</strong></td>
<td><strong>0.901373</strong></td>
<td><strong>1.62794</strong></td>
<td><strong>2.88128</strong></td>
<td><strong>0.945</strong></td>
</tr>
</tbody>
</table>

Table 6. Check points.
X - Easting, Y - Northing, Z - Altitude.
Digital Elevation Model

Fig. 4. Reconstructed digital elevation model.

Resolution: 2.52 cm/pix
Point density: 15.7 points/cm²
## Processing Parameters

### General
- **Cameras**: 298
- **Aligned cameras**: 298
- **Markers**: 14
- **Coordinate system**: OSGB 1936 / British National Grid (EPGD:27700)
- **Rotation angles**: Yaw, Pitch, Roll

### Point Cloud
- **Points**: 1,218,213 of 1,301,800
- **RMS reprojection error**: 6.21012 (1.14538 px)
- **Max reprojection error**: 6.759971 (59.6694 px)
- **Mean key point size**: 4.54065 pix
- **Effective overlap**: 4.16971

### Alignment parameters
- **Accuracy**: High
- **Generic preselection**: Yes
- **Reference preselection**: Yes
- **Key point limit**: 100,000
- **Tie point limit**: 0
- **Adaptive camera model fitting**: Yes
- **Matching time**: 2 hours 7 minutes
- **Alignment time**: 11 minutes 50 seconds

### Optimization parameters
- **Parameters**: f, b1, b2, cx, cy, k1-4, p1, p2
- **Fit rolling shutter**: No
- **Optimization time**: 31 seconds

### Dense Point Cloud
- **Points**: 52,594,413

### Reconstruction parameters
- **Quality**: High
- **Depth filtering**: Aggressive
- **Depth maps generation time**: 13 hours 50 minutes
- **Dense cloud generation time**: 4 hours 16 minutes

### Model
- **Faces**: 3,485,896
- **Vertices**: 1,745,198

### Reconstruction parameters
- **Surface type**: Height field
- **Source data**: Dense
- **Interpolation**: Enabled
- **Quality**: High
- **Depth filtering**: Aggressive
- **Face count**: 3,505,419
- **Processing time**: 2 minutes 43 seconds

### Orthomosaic
- **Size**: 18,942 x 30,811
- **Coordinate system**: OSGB 1936 / British National Grid (EPGD:27700)
- **Channels**: 3, uint8

### Reconstruction parameters
- **Blending mode**: Mosaic
- **Surface**: Mesh
- **Enable color correction**: No
- **Enable hole filling**: Yes
- **Processing time**: 30 minutes 57 seconds

### Software
- **Version**: 1.3.2 build 4205
- **Platform**: Windows 64
10.4 Appendix for chapter 7 – intertidal seagrass meadows, Pembrokeshire, UK

10.4.1 Supplementary methods

**Segmentation & support vector machine classification/OBIA**

In an effort to keep the analysis of this data as open-source and replicable as possible, the `i.segment.uspo`, `i.segment` and `i.segment.stats` and `v.class.mlR` functions were used in Geographic Resources Analysis Support System (GRASS) 7.0 (GRASS Development Team, 2015) software package.

This particular set of segmentation and classification tools utilises region growing and merging algorithms with a user input difference threshold (0-1, where 0 would allow for the merging of only identical pixels into a segment, and 1 would allow every pixel in the image to merge as one segment). An optimum threshold was determined for each orthomosaic by examining within- and between-segment heterogeneity on subsets of the spectral data, calculated with the `i.segment.uspo` tool. This unsupervised process was run on two subset regions which incorporated the variety of landcover types found at each site. For Angle Bay, the subset areas were both 100 m² and for Garron Pill they were 234 m² and 42 m² respectively. The suggested optimum parameters for both sites were a segmentation threshold of 0.1 and minimum segment size of 10 pixels. Using these parameters, the data were segmented with the `i.segment` tool. The next process involved attributing geometric and spectral data with each segment, which can be achieved with the `i.segment.stats` tool. For each of the six layers (red, green, blue, and three chosen texture layers (described in Section 3: Results)) the following statistics were calculated for each segment: min, max,
range, mean, standard deviation, variance and sum. The following extent calculations were also made per segment: area, perimeter, compact circle and Fourier descriptor. The next stage involved manual selection of a training set of segments (multiple segments for each class). Each set of segments was assigned a value relating to its class, and then used as an input for the ‘v.class.mlR’ tool which uses various classification techniques (including support vector machine) to assign objects to each of the classes.

**Exploration of quadrat sampling bias**

As each quadrat was positioned and recorded, a photograph was also taken with the Ricoh GR II from approximately chest height, with the whole quadrat in view. Due to variation in lighting conditions and issues with the focusing of the camera, not all of the photos are of high enough quality to be used in the analysis. However, a selection of 10 photos (5 from each site) with varying seagrass coverage were deemed high enough quality to be used for classification. A two-class unsupervised k-means classification was applied to the pixels within each quadrat and the resulting classified groups labelled as seagrass and non-seagrass based on user discretion. The classifications were produced using the RStoolbox (Leutner and Horning, 2016) package in R (R Core Team, 2016b). The resulting percentage coverage values could then be compared to values observed by eye and classified in the mosaics from the aerial data.
10.4.2 Supplementary results

**Quadrat sampling bias**

Nine out of ten of the classified photos showed higher seagrass coverage estimates than the values observed by eye (Figure 10.10). The mean of the differences between observed and classified coverage was 15%.

*Figure 10.10: Ten photographs of quadrats were split into two classes and the % coverage of seagrass compared to observed coverage estimations.*
Figure 10.11: Angle Bay orthomosaic A), unsupervised classification using RGB B), unsupervised classification using RGB and texture layers C) and OBIA based classification D).
Figure 10.12: Garron Pill orthomosaic A), unsupervised classification using RGB B), unsupervised classification using RGB and texture layers C) and OBIA based classification D). Non-seagrass class encompasses substrate, macroalgae and gravel cover types.
Table 10.3: Specifications for sensors used in the study.

<table>
<thead>
<tr>
<th>Camera</th>
<th>Megapixels</th>
<th>Image Dimensions</th>
<th>Sensor Size</th>
<th>Focal Length</th>
<th>Dimensions</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ricoh GR II</td>
<td>16.2 (effective)</td>
<td>4922 (W) x 3280 (H)</td>
<td>23.7 x 15.7 mm</td>
<td>18.3 mm (~28mm at 35 mm equivalent)</td>
<td>117.0 mm (W) x 62.8 mm (H) x 34.7 mm (D)</td>
<td>251 g (with battery and SD card)</td>
</tr>
<tr>
<td>AgroCam RGB</td>
<td>15.9 (effective)</td>
<td>4608 (W) x 3456 (H)</td>
<td>6.16 x 4.62 mm</td>
<td>2.7 mm (~24mm at 35mm equivalent)</td>
<td>60.4 mm (W) x 42 mm (H) x 21.2 mm (D)</td>
<td>78 g (with battery and SD card)</td>
</tr>
</tbody>
</table>
10.4.3 Photoscan reports
Survey Data

Fig. 1. Camera locations and image overlap.

Number of images: 220
Camera stations: 220
Tie points: 7,125,119
Projections: 20,534,671
Reprojection error: 0.316 pix

<table>
<thead>
<tr>
<th>Camera Model</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Precalibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR II (18.3 mm)</td>
<td>4928 x 3264</td>
<td>18.3 mm</td>
<td>4.78 x 4.78 μm</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Cameras.
# Camera Calibration

![Graph showing image residuals for GR II (18.3 mm).]

**GR II (18.3 mm)**

220 images

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Precalibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>4928 x 3264</td>
<td>18.3 mm</td>
<td>4.78 x 4.78 μm</td>
<td>No</td>
</tr>
</tbody>
</table>

- **Type:** Frame
- **F:** 3830.91
- **B1:** 0.134767
- **B2:** 0.148121
- **P1:** -0.000238546
- **P2:** -0.000145956
- **P3:** 0
- **P4:** 0
Digital Elevation Model

Fig. 3. Reconstructed digital elevation model.
### Processing Parameters

**General**
- Cameras: 220
- #Aligned cameras: 220
- Markers: 8
- Coordinate system: OSGB 1936 / British National Grid (EPSG:27700)

**Point Cloud**
- Points: 7,125,119 of 7,404,604
- RMS reprojection error: 0.146299 (0.31567 pix)
- Max reprojection error: 0.584575 (23.0578 pix)
- Mean key point size: 1.65097 pix
- Effective overlap: 3.61967

**Alignment parameters**
- Accuracy: Highest
- Pair preselection: Reference
- Keypoint limit: 6
- Tie point limit: 100,000
- Constrain features by mask: No
- Individual camera model fitting: Yes
- Matching time: 5 hours 19 minutes
- Alignment time: 40 minutes 48 seconds

**Optimization parameters**
- Parameters: f, b1, b2, a0, c0, k1-k4, p1, p2
- Optimization time: 1 minute 56 seconds

**Depth Maps**
- Count: 220

**Reconstruction parameters**
- Quality: High
- Filtering mode: Mild
- Processing time: 3 hours 28 minutes

**Dense Point Cloud**
- Points: 62,400,863

**Reconstruction parameters**
- Quality: High
- Depth filtering: Mild
- Depth maps generation time: 3 hours 28 minutes
- Dense cloud generation time: 27 minutes 9 seconds

**Model**
- Faces: 18,382,521
- Vertices: 5,197,484
- Texture: 8,192 x 8,192, tiff8

**Reconstruction parameters**
- Surface type: Height field
- Source data: Dense
- Interpolation: Enabled
- Quality: High
- Depth filtering: Mild
- Face count: 18,480,139
- Processing time: 3 minutes 51 seconds

**Texturing parameters**
- Mapping mode: Orthophoto
- Blending mode: Mosaic
- Texture size: 8,192 x 8,192
- Enable color correction: No
- Enable hole filling: Yes
- UV mapping time: 2 minutes 52 seconds
- Blending time: 4 minutes 43 seconds
<table>
<thead>
<tr>
<th>Software</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Version</td>
<td>1.2.6 build 2735</td>
</tr>
<tr>
<td>Platform</td>
<td>Windows 64 bit</td>
</tr>
</tbody>
</table>
Survey Data

Fig. 1. Camera locations and image overlap.

- Number of images: 191
- Flying altitude: 17.8 m
- Ground resolution: 4.31 mm/pix
- Coverage area: 5.98e+03 m²
- Camera stations: 191
- Tie points: 4,810,191
- Projections: 18,194,592
- Reprojection error: 0.318 pix

<table>
<thead>
<tr>
<th>Camera Model</th>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Precalibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>GR II (18.3 mm)</td>
<td>4928 x 3264</td>
<td>18.3 mm</td>
<td>4.78 x 4.78 μm</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 1. Cameras.
Camera Calibration

Fig. 2. Image residuals for GR II (18.3 mm).

GR II (18.3 mm)
191 images

<table>
<thead>
<tr>
<th>Resolution</th>
<th>Focal Length</th>
<th>Pixel Size</th>
<th>Pre calibrated</th>
</tr>
</thead>
<tbody>
<tr>
<td>4928 x 3264</td>
<td>18.3 mm</td>
<td>4.78 x 4.78 μm</td>
<td>No</td>
</tr>
</tbody>
</table>

Type: Frame
F: 3848.9
Cx: -20.138
Cy: 4.74607
K1: -0.0751586
K2: 0.10655
K3: -0.0548324
K4: 0.0257545
B1: 0.195995
B2: -0.0399393
P1: -0.000224683
P2: -8.62649e-05
P3: 0
P4: 0
Ground Control Points

Fig. 3. GCP locations.

<table>
<thead>
<tr>
<th>Count</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>XY error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.1535</td>
<td>2.30185</td>
<td>0.901827</td>
<td>2.5747</td>
<td>2.72807</td>
<td>0.461</td>
</tr>
</tbody>
</table>

Table 2. Control points RMS E.
<table>
<thead>
<tr>
<th>Label</th>
<th>X error (cm)</th>
<th>Y error (cm)</th>
<th>Z error (cm)</th>
<th>Total (cm)</th>
<th>Image (pix)</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>-0.733446</td>
<td>-3.33897</td>
<td>0.0374561</td>
<td>3.41878</td>
<td>0.419 (14)</td>
</tr>
<tr>
<td>C</td>
<td>1.17281</td>
<td>-1.92933</td>
<td>0.49954</td>
<td>2.31244</td>
<td>0.145 (9)</td>
</tr>
<tr>
<td>D</td>
<td>-0.0763425</td>
<td>-1.23066</td>
<td>1.07798</td>
<td>1.6378</td>
<td>0.607 (11)</td>
</tr>
<tr>
<td>E</td>
<td>0.465544</td>
<td>2.54804</td>
<td>-0.769606</td>
<td>2.70746</td>
<td>0.390 (10)</td>
</tr>
<tr>
<td>H</td>
<td>2.17779</td>
<td>-2.35106</td>
<td>1.18599</td>
<td>3.41712</td>
<td>0.606 (17)</td>
</tr>
<tr>
<td>K</td>
<td>0.776005</td>
<td>4.40475</td>
<td>-0.306704</td>
<td>4.48308</td>
<td>0.460 (6)</td>
</tr>
<tr>
<td>P</td>
<td>0.268742</td>
<td>1.96603</td>
<td>-0.479175</td>
<td>2.04135</td>
<td>0.806 (6)</td>
</tr>
<tr>
<td>R</td>
<td>-1.78601</td>
<td>-0.586043</td>
<td>-0.022453</td>
<td>1.87983</td>
<td>0.163 (13)</td>
</tr>
<tr>
<td>S</td>
<td>-1.41106</td>
<td>0.895462</td>
<td>-2.02981</td>
<td>2.62927</td>
<td>0.230 (3)</td>
</tr>
<tr>
<td>Y</td>
<td>-0.736867</td>
<td>-0.409137</td>
<td>0.526038</td>
<td>0.993501</td>
<td>0.207 (6)</td>
</tr>
<tr>
<td>Total</td>
<td><strong>1.1535</strong></td>
<td><strong>2.30185</strong></td>
<td><strong>0.901827</strong></td>
<td><strong>2.72307</strong></td>
<td><strong>0.461</strong></td>
</tr>
</tbody>
</table>

Table 3. Control points.
Fig. 4. Reconstructed digital elevation model.

Resolution: 8.62 mm/pix
Point density: 1.35 points/cm²
## Processing Parameters

### General
- **Cameras**: 191
- **Aligned cameras**: 191
- **Markers**: 10
- **Coordinate system**: OSGB 1936 / British National Grid (EPSG:27700)

### Point Cloud
- **Points**: 4,810,191 of 5,065,668
- **RME reprojection error**: 0.103625 (0.317232 px)
- **RME reprojection error**: 0.581449 (17.2401 px)
- **Mean key point size**: 1.79132 px
- **Effective overlap**: 3.54727

### Alignment parameters
- **Accuracy**: Highest
- **Pair preselection**: Reference
- **Keypoint limit**: 6
- **Tie point limit**: 100,000
- **Correlate features by mask**: No
- **Active camera model fitting**: Yes
- **Matching time**: 5 hours 43 minutes
- **Alignment time**: 35 minutes 55 seconds

### Optimization parameters
- **Parameters**: f, b1, b2, oc, cy, k1-k4, p1, p2
- **Optimization time**: 1 minutes 34 seconds

### Depth Maps
- **Count**: 191

### Reconstruction parameters
- **Quality**: High
- **Filtering mode**: Mild
- **Processing time**: 3 hours 36 minutes

### Dense Point Cloud
- **Points**: 8,742,801

### Reconstruction parameters
- **Quality**: High
- **Depth filtering**: Mild
- **Depth maps generation time**: 3 hours 36 minutes
- **Dense cloud generation time**: 25 minutes 36 seconds

### Model
- **Faces**: 17,302,515
- **Vertices**: 8,656,465

### Reconstruction parameters
- **Surface type**: Height field
- **Source data**: Dense
- **Interpolation**: Enabled
- **Quality**: High
- **Depth filtering**: Mild
- **Face count**: 17,485,720
- **Processing time**: 5 minutes 48 seconds

### Orthomosaic
- **Size**: 30,956 x 18,298
- **Coordinate system**: OSGB 1936 / British National Grid (EPSG:27700)
- **Channels**: 3, uint8
- **Blending mode**: Mosaic

### Reconstruction parameters
- **Surface**: Mesh
- **Enable color correction**: No
- **Processing time**: 8 minutes 0 seconds
<table>
<thead>
<tr>
<th>Software</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Version</td>
<td>1.2.6 build 2735</td>
</tr>
<tr>
<td>Platform</td>
<td>Windows 64 bit</td>
</tr>
</tbody>
</table>
11 References


Agisoft LLC, 2017. Photoscan Professional (1.3.1)

Agisoft LLC, 2016. Photoscan Professional (1.2.5)


Bivand, R., Rundel, C., 2017. rgeos: Interface to Geometry Engine - Open Source (‘GEOS’). R package version 0.4-1. https://CRAN.R-project.org/package=rgeos


CAA, 2015a. IN–2015/008 Small Unmanned Aircraft – Acceptable Forms of Evidence for the Grant of a CAA Permission and Changes to the Approval Requirements for UK National Qualified Entities.


444


CloudCompare (version 2.10) [GPL software], 2017. https://www.danielgm.net/cc/


FAA, 2012. FAA Modernization and Reform Act. US Department of Transportation, Federal Aviation Administration


449


Malthus, T.J., Karpouzli, E., 2003. Integrating field and high spatial resolution


462


National Trust, 2015. National Trust - Drones and unmanned aerial vehicle (UAV) - contractor checklist.


R Core Team, 2017. R: A language and environment for statistical computing. Version 3.3.3

R Core Team, 2016b. R: A language and environment for statistical computing. Version 3.2.3


Rieucau, G., Kiszka, J.J., Carlos, J., Johann, C., Boswell, K.M., Heithaus, M.R.,


Rogers, A., Blanchard, J.L., Mumby, P.J., 2014. Vulnerability of Coral Reef


Short, F.T., Polidoro, B., Livingstone, S.R., Carpenter, K.E., Bandeira, S., Bujang,


Tang, L., Shao, G., 2015. Drone remote sensing for forestry research and


476
