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Abstract: In this paper, we present a testbed platform for realizing cooperative adaptive cruise control (CACC) enabled by 
LTE-V (LTE-vehicle). The platform is developed on a platoon of vehicles, each of which is equipped with a suite of on-board 
sensing and computing devices for environment perception and automated vehicle control, as well as an LTE-V transceiver 
for high-performance vehicle-to-vehicle (V2V) communication. The hardware architecture and software architecture, 
especially the perception and control methods, of the platform are described. Field experiments in different road conditions 
are conducted to verify the feasibility of our platform. The results also show the potential of V2V communications via LTE-V 
in terms of improving the sensing capability of individual vehicle’s on-board sensors.  
 

1. Introduction 
The demand for road transportation is increasing at a 

rapid pace in most countries around the world. This causes 
serious road safety and traffic congestion problems, and also 
leads to huge fuel consumption and environmental pollution 
issues. Based on the concept of cooperative automated 
driving [1], grouping vehicles on the road into platoons is one 
possible technical solution to these problems. Fig. 1 
illustrates a traffic scene which contains a platoon formed of 
three vehicles. The leading vehicle (vehicle No. 1) can be 
driven by human. If the first following vehicle (vehicle No. 2) 
and the second following vehicle (vehicle No. 3) are capable 
of autonomously adjusting their speed in order to keep a 
constant distance from their respective front vehicles, road 
safety can be improved by replacing human drivers with 
intelligent automated driving functions. Higher traffic 
efficiency [2-7] is achievable because more road space can be 
saved for other vehicles. Fuel consumption [8-12] can also be 
decreased due to the improved coordinated driving actions 
and shorter inter-vehicle distance which reduces air resistance. 
This helps relieve environment pollution [13].  

 
Fig. 1 A platoon of vehicles on the road. 
 

There have been a good number of research projects 
[14] working on cooperative automated driving. For instance, 
the California Partners for Advanced Transportation 
Technology (PATH) project focused on heavy trucks and its 
experiments demonstrated the technical feasibility of 
platooning three trucks at the speed of 105km/h with an inter-
vehicle gap of only 18m [15] [16]. The Energy ITS project 
[17] was funded by the Japanese Ministry of Economy, Trade 
and Industry. It aimed at achieving energy saving and global 
warming prevention with intelligent transportation system 
(ITS) technologies. An expressway experiment was 
conducted which formed an automated truck platoon using 
three heavy trucks and one light truck, with the inter-vehicle 
gaps of 10m and 4.7m respectively at the speed of 80km/h.   

For each following vehicle, the most important 
functions for realizing the concept of cooperative adaptive 
cruise control (CACC) [18] are accurately detecting the 
position and status of its front vehicle (termed perception), 
and making correct decision for future action and then 
carrying out the plan in order to safely and smoothly follow 
the front vehicle (termed control). Most existing perception 
and control solutions heavily rely on the sensing data 
collected through various on-board sensors such as cameras 
and radars [19-22]. For example, in [23] a camera (MobilEye) 
mounted on the front windshield is used for lane and object 
detection. In [24] multiple cameras including a frontview 
stereo camera and several sideview cameras are utilized for 
object detection, and a colour camera is used for traffic light 
detection. However, the sensing range and accuracy of 
sensors are in general limited, especially in complex traffic 
conditions. Hence, the knowledge regarding the cooperative 
vehicles within the platoon and other objects (such as vehicles, 
pedestrians, bicycles, and so forth) outside the platoon that 
can be attained by each vehicle may not be fully satisfactory 
when the platoon speed is high and the inter-vehicle distance 
is small.  

To handle this issue, the vehicle-to-everything (V2X) 
communication technology, which allows vehicles to 
collaborate with each other by exchanging real-time state 
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information (e.g., speed, wheel angle, heading and location, 
throttle and brake actions, etc.) to achieve better environment 
perception, has attracted wide research attentions. The 
dedicated short-range communications (DSRC) technology 
has been considered as the solution to realizing V2X 
communication for years. The US Federal Communication 
Commission (FCC) has allocated a 75 MHz spectrum in the 
5.9 GHz band for DSRC [25]. The information exchanged 
among vehicles can be encoded into Basic Safety Message 
(BSM) and periodically broadcasted by vehicles according to 
the Society of Automotive Engineering (SAE) standard [26]. 
However, due to the ad hoc working nature, DSRC may not 
be able to fully guarantee highly-reliable and low-delay 
communication in all traffic conditions.  

In the past few years, the cellular-based LTE-V (LTE 
vehicle) technology [27] has started to be investigated in 
many countries and research communities. For example, a 
data exchange standard [28] is currently being developed by 
the Society of Automotive Engineers of China (SAE-China). 
Cooperative automated driving is seen as one of the most 
important use cases supported by LTE-V and LTE-eV2X (the 
next generation of LTE-V) according to 3GPP TR 22.886 
[29]. LTE-V supports both V2V (vehicle-to-vehicle) 
communication over the peer-to-peer PC5 interface, and V2N 
(vehicle-to-network) communication over the LTE-Uu 
interface. Therefore, the interference management and 
scheduling of V2V communication traffic can be assisted by 
base stations to obtain a more reliable and efficient message 
dissemination compared with DSRC, especially in the highly 
mobile environment. The transmission delay of LTE-V is 
expected to be about 25ms through V2V direct 
communication, which meets the latency requirements of 
platooning defined in 3GPP TR 22.886. A comparative 
analysis between LTE-V and DSRC [30] is shown in Table 1, 
which clearly demonstrates the advantages of the former 
technology. 
 
Table 1 LTE-V vs DSRC [30] 

 LTE-V DSRC Advantages 
of LTE-V 

Synch-
ronous 
mode 

Synchronous Asynchronous High spectral 
efficiency 

Resource 
reuse 

FDM and 
TDM 

TDM Sensitivity 
gain and large 
link budgets 

Channel 
estimation 

Four 
symbol/frame 

One 
symbol/frame 

Accurate and 
reliable 

Channel 
coding 

Turbo Convolutional 
code 

Low error 
rate 

Retrans-
mission 

HARQ No HARQ Reliable 
performance 

Modulation SC-FDM OFDM High power 
efficiency 

 
Although the potentials of CACC facilitated by LTE-

V have been warmly discussed, the major part of current 
research works are theoretic and/or simulation-based. System 
designs from the practical viewpoints and field experiments 
are relatively limited. In this paper, we aim to present our 
solution. Specifically, we develop a testbed platform for 
realizing CACC via a number of vehicles, with a software 

system that can realize perception and control functions. The 
hardware of the platform is formed of vehicles equipped with 
a suite of on-board sensing devices (e.g., in-vehicle kinetic 
sensors, camera, radar, DGPS, etc.) and high-performance 
computing units to perform environment sensing, and with an 
LTE-V transceiver to realize real-time V2V information 
exchange. The software architecture consists of five layers, 
through which each following vehicle conducts accurate 
measurements of the position and status of the cooperative 
vehicles within the platoon and also possibly other non-
cooperative objects (vehicles, bicycles, pedestrians, obstacles, 
etc.) in the surrounding driving environment, and then carries 
out vehicle control in order to autonomously follow the 
trajectory of the leading vehicle while maintaining a safe and 
short distance to the front vehicle.  

Good perception and control algorithms can 
contribute to reliability and stability of the platoon. Many 
existing autonomous driving and adaptive cruise control 
(ACC) applications use only on-board sensors to support the 
perception function. In our system the measurements attained 
from sensors and V2V communication are fused to attain a 
better representation of the environment. In addition, based 
on the model predictive control (MPC) framework [31-34], a 
temporal longitudinal controller and a spatial lateral 
controller are developed together for smooth and safe vehicle 
manoeuvring. A number of field experiments are carried out 
to evaluate the performance of the perception and control 
methods of our platform in different road conditions. The 
results verify the feasibility and functioning of our system, as 
well as the potential of V2V communications via LTE-V in 
terms of improving the sensing capability of individual 
vehicle’s on-board sensors. 

The remainder of the paper is organized as follows. In 
Section 2 and Section 3, the hardware and software 
architectures of our platform are described, respectively. 
Details of the perception algorithm are presented in Section 
4. In Section 5, the low-level control algorithm is explained. 
Experimental scenarios and results are discussed in Section 6. 
Finally, Section 7 concludes the paper. 

2. Hardware Architecture  

 
Fig. 2 Vehicle platoon 
 

Three SAIC Morris Garages cars are used to form our 
testbed, as shown in Fig. 2. Fig. 3 illustrates the schematic 
overview of the hardware architecture. In addition to in-
vehicle kinetic sensors, each vehicle is equipped with a suite 
of advanced on-board sensors, including a DGPS (differential 
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global positioning system) receiver, a front-facing 
millimeter-wave radar, and a camera. All these devices are 
connected to the host vehicle’s gateway via the Controller 
Area Network (CAN). The gateway enables all foundational 
interactions among different devices. It provides the CACC 
software platform, operated on an electronic computing unit 
(NVIDIA Drive PX2), with necessary sensing data, and also 
converts control signals (e.g., desired acceleration and 
desired future trajectory) output from the platform into 
appropriate action signals to manoeuvre the vehicle. In our 
system, the gateway allows a human driver to take over the 
vehicle from the automated driving operation, by pressing 
brake pedal or turning steering wheel. The hardware platform 
also contains an LTE-V transceiver (a prototype for V2V 
communication enabled by Huawei Balong765 [27]) and an 
HMI device (Huawei M2-A01L tablet). The HMI displays all 
status information regarding the platoon to the human driver. 
It can also be used by the driver to send orders to join or leave 
a platoon.  

 
Fig. 3 Schematic overview of hardware architecture.  
 

The radar (Delphi ESR) is mounted on the host 
vehicle’s front bumper. It can simultaneously detect up to 64 
objects, with a maximum detection range of 60m and a 
horizontal detection angle of 90 degrees. The camera 
(Mobileye) is mounted on the front windshield. Its detection 
algorithm has a maximum detection range of 150m and 
minimum detection distance of 5m, and can detect up to 10 
objects at the same time. The DGPS receiver provides the 
host vehicle with precise positioning information including 
longitude, latitude, heading and velocity. The accuracy of the 
location is normally within 0.01m and that of the heading is 
within 1 degree. 

3. Software Architecture  
Following [35], a general software architecture of a 

cooperative automated driving system consists of three parts: 
model data supplier, model data processor and model data 
consumer. A model data supplier is responsible for collecting 
data from various on-board devices. A model data processor 
processes the collected data to satisfy different functional 
requirements. The results are then sent to the model data 
consumer for driving system controlling. Inspired by this 
architecture, five layers are developed in our platform to 
support CACC as shown in Fig. 4. An input layer conducts 
the function of the model data supplier and provides input 
data to the platform. A perception layer, a world model layer 
and a low-level control layer represent the model data 
processor, where the perception layer aims to detect 
surrounding objects, the world model layer collects and 
handles the data from the perception layer to generate a world 
model, and the low-level control layer calculates appropriate 

action signals. Finally, an output layer can be considered as 
the model data consumer. It feeds the results generated by the 
platform to other devices, for control, display, and/or V2X 
transmission. The detailed explanations of each layer are 
presented as follows. 

 
Fig. 4 Schematic overview of software architecture.  
 

3.1. Input layer 
 

All the necessary input data useful for perception of 
driving environment and control of vehicle are collected in 
this layer. The input data include the kinetic state data of the 
host vehicle measured by in-vehicle sensors, sensing data 
collected from on-board radar and camera, positioning 
information of the host vehicle attained from the DGPS 
receiver, V2V messages received from LTE-V transceiver, 
and control messages input from HMI by the driver. The 
details of these data are displayed in Table 2. 
 
Table 2 Input layer data 

Data 
source 

Collection 
Frequency 

Data 
description 

Data contents 

Gateway 
(kinetic 
sensors) 

100Hz Host vehicle 
state 

Velocity (m/s)  
Acceleration (m/s2) 
Wheel angle 
(degree) 

Radar 20Hz Radar 
measurements 

Position (m) 
Velocity (m/s) 

Camera 20Hz Camera 
measurements 

Position (m) 
Velocity (m/s) 

DGPS 
receiver 

50Hz Global 
positioning 
state 

Longitude (degree) 
Latitude (degree) 
Heading (degree) 

HMI 20Hz Platooning 
control 
messages 

Joining, leaving, 
establishing, or 
dissolving platoon  

LTE-V 
trans-
ceiver 

50Hz Other vehicle 
state 

Vehicle identity 
Vehicle state 
Global positioning 
state 

Platoon 
broadcast 
information 

Platoon state 
Platoon control 

 
3.2. Perception layer 

 
The perception layer first tracks the objects detected 

by different sensors (radar, camera, and LTE-V transceiver) 
and then fuses all the tracks to provide a unified 
understanding of objects in the driving environment. The 
perception process is divided into several steps, including 
coordinate transformation, multi-object tracking, track-to-
track association, and data fusion. The whole process is 
executed iteratively with a fixed frequency of 50Hz. At the 
beginning of each iteration, new measurements of the 
positioning information of the front vehicle, leading vehicle, 
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and possibly other ambient objects are attained by radar, 
camera, and LTE-V transceiver. Since different sensors 
collect data in different forms and coordinate systems, a 
coordinate transformation step is first taken to unify the 
coordinate system. The multi-object tracking step aims to 
match new measurements of each sensor to its previously 
tracked objects in earlier iterations, in order to update the 
knowledge of the objects’ status.  Such a task is conducted 
using each data source (i.e., each sensor) individually. 
Afterwards, the tracking results of different data sources are 
fused to determine which tracks belong to the same object, 
through the track-to-track association step. Finally, each 
object’s multiple tracks are fused to generate a more accurate 
detection result.  
 

3.3. World model layer 
 

The world model layer aims to process the fusion 
results of the perception layer and provide the necessary 
information for the low-level control layer. The fusion results 
of each detected object are stored to generate a history state 
(position, heading, speed, acceleration, and wheel angle) of 
the corresponding object. Based on the state information of 
the platoon (identities and position order of cooperative 
vehicles within the platoon), each vehicle identifies the data 
of the leading vehicle of the platoon and the data of its front 
vehicle. Such data, which can help generate a world model 
surrounding the host vehicle, are sent to the low-level control 
layer to output vehicle control signals. Clearly, to the first 
following vehicle, the leading vehicle of the platoon is also 
its front vehicle. 
 

3.4. Low-level control layer 
 

The aim of this layer is to calculate the low-level 
control signal using the output of the world model layer. The 
main purpose of the manoeuvring operations in CACC is to 
autonomously control each following vehicle to closely and 
safely follow its front vehicle. Hence in our system, this layer 
executes a control algorithm that intends to allow each host 
vehicle to act longitudinally (through acceleration) based on 
the trajectory of the front vehicle, and to adjust lateral actions 
(through steering wheel angle) based on the trajectory of the 
leading vehicle. The control algorithm is designed following 
the MPC framework [31] [32] and is elaborated in Section 5. 
 

3.5. Output layer 
 

The output data of the five-layer software architecture 
consist of control action signals used for manoeuvring the 
host vehicle (sent to the gateway), V2V communication 
messages to be broadcasted to other vehicles (sent to the LTE-
V transceiver), and display messages for the driver (sent to 
the HMI). The contents of these data are displayed in Table 3. 
 
Table 3 Output layer data 

Data 
receiver 

Collection 
frequency 

Data 
description 

Data contents 

Gateway 10Hz Control 
messages 

Desired acceleration 
(m/s2) 
Desired steering 
angle (degree) 

HMI 20Hz Vehicle state States of all vehicles 
in the platoon 

Platoon state Vehicle order and 
speed, platoon 
formation, etc. 

LTE-V 
trans- 
ceiver 

50Hz Vehicle state Vehicle identity 
Vehicle state 
Global positioning 
state 

Platoon 
broadcast 
information 

Platoon state 
Platoon control 

 
Good perception and control algorithms are of 

importance in achieving a reliable and stable platoon. In the 
next two sections, we describe our perception and control 
methods.  

4. Perception 

 
Fig. 5 Perception layer functions.  
 

As discussed in Section 3.1, each vehicle obtains data 
regarding its surrounding objects, including: (1) states of the 
other vehicles in the platoon through the LTE-V transceiver, 
and (2) measurements of nearby objects (vehicles inside or 
outside the platoon, bicycles, pedestrians, etc.) and obstacles 
through the radar and camera. (Note that if vehicles outside 
the platoon can also broadcast their state information using 
LTE-V, the host vehicle can have the knowledge regarding 
them from its LTE-V transceiver. But in our platform, this is 
currently not considered.) The vehicle uses such 
measurements to construct a representation of the driving 
environment. The functions conducted in the perception layer 
are shown in Fig. 5 and are elaborated as follows. 
 

4.1. Coordinate transformation 
 

 
Fig. 6 Vehicle local, radar, and camera coordinate systems. 
 

At each host vehicle, the positioning information 
received from DGPS receiver (either its own position from 
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the DGPS receiver or other vehicles’ positions from the LTE-
V transceiver) is represented in the global positioning 
coordinate (spheroidal coordinate) by using WGS84 (World 
Geodetic System 1984) [36] as the reference coordinate 
system. The measurements of the locations of nearby objects 
from radar and camera are represented in their own 
rectangular coordinate systems. The origin of the radar (resp. 
camera) coordinate system is set at the installation position. 
The x-axis and y-axis are set as shown in Fig. 6. In order to 
establish a unified coordinate system, the locations measured 
by the DGPS receiver, camera, and radar are all transformed 
to coordinates in a local rectangular coordinate system whose 
origin is placed at the centre of the host vehicle’s rear axle, as 
shown in Fig. 6. We use 𝑙"  (resp. 𝑙#) to denote the distance 
between the camera (resp. radar) and the rear axle. 

For the positioning information obtained from DGPS 
receiver, we first convert it from the global positioning 
coordinate system to the UTM coordinate system, and then to 
the local rectangular coordinate system. For example, assume 
that we attain the positions of the host vehicle (from its own 
DGPS receiver) and another vehicle within the platoon (from 
the LTE-V receiver) in the UTM coordinate system as 𝑥%&''''''⃗  
and 𝑥%)''''''⃗ , respectively. Then after coordinate transformation, 
the positions in the host vehicle’s local rectangular coordinate 
system respectively become 𝑥*&'''''⃗ = 0'⃗  and 

	 𝑥*)'''''⃗ = . 𝑠𝑖𝑛(𝛼4) 𝑐𝑜𝑠(𝛼4)
−𝑐𝑜𝑠(𝛼4) 𝑠𝑖𝑛(𝛼4)

9 (𝑥%)''''''⃗ − 𝑥%&''''''⃗ )   (1)	

where 𝛼4 is the heading of the host vehicle. 
In addition, assume that we attain the positions of a 

nearby object from the camera and the radar in their own 
coordinate systems as 𝑥")'''''⃗  and 𝑥#)'''''⃗ , respectively. 
Transforming them to the host vehicle’s local rectangular 
coordinate system leads to new positions 𝑥*:'''''⃗  and 𝑥*;'''''⃗  
respectively: 

	 𝑥*:'''''⃗ = 𝑥")'''''⃗ + (𝑙", 0)
>    (2)	

	 𝑥*;'''''⃗ = 𝑥%)''''''⃗ + (𝑙#, 0)>   (3)	

 
4.2. Multi-object tracking 

 
At each iteration of the perception process, every 

sensing data source (camera, radar, and LTE-V transceiver) 
provides the host vehicle with new measurements of the 
positions of surrounding objects. The multi-object tracking 
step, carried out using each type of sensing data individually, 
aims to match the new measurements to the objects that were 
already tracked in the past iteration. The whole procedure 
usually consists of three sub-steps: prediction of new 
locations using previous measurements, association of the 
previously tracked objects with new measurements, and 
filtering of the tracking measurements.  

[37] proposes a constant velocity (CV) multi-object 
tracking algorithm that takes both tracking accuracy and real-
time performance into consideration. However, since a linear 
prediction model is applied to predict the positions of moving 
objects, it may cause relatively large prediction errors in road 
curves, especially when object‘s speed is high. We hence 
consider a hybrid prediction model to address this issue, by 

combining the CV method and a CTRV (Constant Turn Rate 
and Velocity) prediction method [38]. The model takes 
advantage of the V2V communication. For each tracked 
object (after data fusion of the past iteration), we intend to 
extract its turn rate from the DGPS state information received 
through the LTE-V transceiver. If the turn rate is not zero, the 
CTVR prediction method is applied to attain a better position 
prediction for non-liner motion. Otherwise, the CV prediction 
method with liner prediction is adopted. On the other hand, if 
DGPS state information is not available, due to unsuccessful 
V2V transmission or lack of LTE-V transceiver at the object, 
we cannot find the turn rate. In this case, the CV prediction 
model is applied. The working procedure of such a hybrid 
prediction method is illustrated in Fig. 7.   

After the predictions of the new locations of the 
detected objects are obtained, we employ the Mahalanobis 
distance to determine the degree of association between new 
measurements and the previously tracked objects (a smaller 
Mahalanobis distance between a predicted location and a 
newly measured location indicates that the new measurement 
and the tracked object are more likely to be associated). 
Inspired by the method presented in [37], the Hungarian 
algorithm is used to obtain the best match between 
measurements and objects. The object association process, 
operated to each data source individually, is described as 
follows.  

 
Fig. 7 Hybrid prediction process 
 

We use 𝒟 = {𝑅𝑂C, 𝑅𝑂D,⋯ , 𝑅𝑂F} to denote the set of 
new measurements from one of the data sources (radar, 
camera, or LTE-V transceiver) in which 𝑅𝑂H  denotes the 
measurement of the 𝑖 th detected object. We also use ℛ =
{𝑅𝑂CJ , 𝑅𝑂DJ , ⋯ , 𝑅𝑂K

′} to denote the set of predictions of the 
previously tracked objects. 𝑅𝑂H and 𝑅𝑂LJ have the same data 
form, representing the position and velocity of an object. The 
Mahalanobis distance between them can be calculated as 

	 𝑆H,L = (𝑥N'''⃗ − 𝑥O'''⃗ )>𝐵QC(𝑥N'''⃗ − 𝑥O'''⃗ )	 	  (4)	

in	 which	𝑥N'''⃗  and 𝑥O'''⃗  denote the state vector (position and 
velocity) of 𝑅𝑂H  and 𝑅𝑂LJ  respectively, and 𝐵  is the 
covariance matrix of the object state. By this means, we 
obtain a matrix form of the Mahalanobis distances for all 
predictions and new measurements:	
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	 𝑀F×K =

⎣
⎢
⎢
⎢
⎢
⎡
𝑆C,C ⋯ 𝑆C,L ⋯ 𝑆C,K
⋮ ⋱ ⋮ ⋮
𝑆H,C ⋯ 𝑆H,L ⋯ 𝑆H,K
⋮ ⋮ ⋱ ⋮
𝑆F,C ⋯ 𝑆F,L ⋯ 𝑆F,K⎦

⎥
⎥
⎥
⎥
⎤

   (5)	

The Hungarian algorithm [39], which is a 
combinatorial optimization algorithm, is applied to solve the 
object association problem according to the nearest 
Mahalanobis-distance strategy. It finds the maximum number 
of matches and the sum of Mahalanobis distance of these 
matches is the minimum. It is possible that a new 
measurement is unable to associate with any existing tracked 
object if the Mahalanobis distance between them is higher 
than a predefined distance threshold, one example of which 
can be 9.4877 [37]. Therefore, the obtained number of 
matches must be less than or equal to min{𝑁, 𝐾}. 

 
Fig. 8 Comparison of multi-object tracking performance on 
a road curve. 
 

The matching result at each iteration may lead to two 
conditions. If a new measurement matches a previously 
tracked object, it is used to update the state of the tracked 
object. Otherwise, we generate a new tracked object for the 
measurement with a new ID. For each object, the list of its 
state (position and velocity) at all previous iterations (i.e., 
time instants) is termed the track of the object. Clearly, each 
data source (radar, camera and LTE-V transceiver) provides 
a set of such tracks, each of which represents one object.   

In order to test the effectiveness of our hybrid 
prediction model, we use PreScan to conduct a simulation 
with a platoon of two vehicles driving with the speed of 15m/s 
on a road curve. Fig. 8 shows the performance comparison of 
multi-object tracking with hybrid prediction and the 
conventional CV prediction model. Our method can have 
better performance in terms of both MOTA (multi-object 
tracking accuracy) and MOTE (multi-object tracking error) 
[40].  
 

4.3. Track-to-track association 
 

So far, at every iteration of the perception process, 
each of the three sensing data sources, i.e., radar, camera, and 
LTE-V transceiver, provides the host vehicle with a set of 
tracks to represent the status of nearby objects (cooperative 
vehicles within the platoon, and other vehicles and objects 
outside the platoon). The track-to-track association step in the 

perception layer intends to identify the tracks from different 
data sources that are associated with the same object. Based 
on the minimum distance and Chi-square test, [41] proposes 
a multi-sensor multi-target track association (MTA) 
technique to support such a function for two sensing data 
sources. In our system, we further extend the method to 
potentially support three data sources. 

Assume that at time instant (iteration) 𝑘 , the three 
sensing data sources have a total of 𝑀_  tracks. Use 𝒯 =
{𝑅𝑇C,⋯ , 𝑅𝑇bc} to denote the set which contains all these 
tracks. Note that 𝑀_ can be different in different time instants. 
Considering the fact that any two tracks 𝑅𝑇H  and 𝑅𝑇L  in 𝒯 
may have different sizes, we use 𝑀HL  to denote the smaller 
track size of 𝑅𝑇H  and 𝑅𝑇L . The average (time average, over 
𝑀HL  historical measurements) distance between them is 
calculated as  

	 𝐷e(𝑅𝑇H, 𝑅𝑇L) =
C
bfg
∑ 𝑑eQHbfgQC
Hjk (𝑅𝑇H , 𝑅𝑇L)   (6) 

with 

	 𝑑l(𝑅𝑇H, 𝑅𝑇L) = m(𝑥Nl'''⃗ − 𝑥Ol'''⃗ )>(𝑥Nl'''⃗ − 𝑥Ol'''⃗ ) ,  (7) 

where 𝑥Nl'''⃗  and 𝑥Ol'''⃗  respectively denote the positions of 𝑅𝑇H and 
𝑅𝑇L  at time instant t (t ∈ {𝑘 −𝑀HL + 1,⋯ , 𝑘}).  

A smaller average distance between two tracks implies 
that with higher probability the two tracks represent the same 
object. In order to identify the (possibly more than two) tracks 
in 𝒯 that represent each single object, similar to [38], for each 
pair of tracks 𝑅𝑇H and 𝑅𝑇L  we define  

𝑅H,Le = p
1, if	𝐷e(𝑅𝑇H, 𝑅𝑇L) ≤ 𝛼
0, if	𝐷e(𝑅𝑇H, 𝑅𝑇L) > 𝛼

 ,  (8) 

where 𝛼 is a distance threshold determined in experiments. 
By this means, an adjacency matrix can be obtained as: 

	 𝐴bc×bc = v
𝑅C,Ce ⋯ 𝑅C,bc

e

⋮ ⋱ ⋮
𝑅bc,C
e ⋯ 𝑅bc,bc

e
w.   (9) 

𝐴bc×bc represents the relationship among all the 𝑅𝑇s in 𝒯. 
Applying the community detection algorithm [42] outputs a 
set of track-clusters, each of which contains tracks belonging 
to the same object. 
 

4.4. Data fusion 
 

The last step of the perception layer is to fuse the 
tracks in each track-cluster obtained in the track-to-track 
association step to determine the position of the detected 
object. The data fusion strategies are different due to the 
availability of data tracks from different sensing data sources.  

First, consider a track-cluster that contains the track 
generated by data collected from the LTE-V transceiver (i.e., 
the representing object is another vehicle in the platoon). As 
described in Section 2, in our system each vehicle measures 
its own position by DGPS, and then sends the position 
information to other cooperative vehicles within the platoon. 
The accuracy is within 0.01m and is in general much higher 
than the measurement results of radar and camera. Therefore, 
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in this case, the data fusion step directly chooses the track of 
the LTE-V transceiver and ignores the other two.  

Albeit that such a data track provides sufficiently high 
positioning accuracy, receiving it via V2V communication 
may face two potential problems. First, the transmitter 
vehicle may not be able to receive DGPS signals under certain 
driving conditions, such as driving in a tunnel, under a bridge, 
or in an indoor parking lot. In addition, although LTE-V has 
the potential to provide highly-reliable and low-delay 
transmission, wireless communication in a highly mobile 
environment may still be an uncertain event, due to the impact 
of random fading, interference, and noise. Hence to guarantee 
the platoon to operate safely and efficiently, each following 
vehicle must be able to deal with the situation when LTE-V 
signals are (temporarily) unavailable. Furthermore, other 
vehicles and objects outside the platoon may not be capable 
of cooperating with the platoon, due to insufficient 
coordination mechanism, unwillingness to cooperate, or lack 
of DGPS/LTE-V devices. For all these cases, a track-cluster 
obtained from the track-to-track association step may contain 
tracks generated by only the radar and camera. Note that the 
front-facing radar in our testbed provides more accurate 
measurements in the longitudinal direction whereas the 
camera provides more accurate measurements in the lateral 
direction. Therefore, the object’s longitudinal measurements 
from radar and lateral measurements from camera at the same 
time instants are combined to obtain a new track for further 
processing. 

Finally, in situations where an object is detected only 
by either the camera or radar, the associated track-cluster has 
one element. This track is naturally the single source for 
measuring the location of the object. 

In order to make a better use of the track attained in 
one of the above three conditions to locate the detected object, 
we apply a linear Kalman filter (KL) to combine the 
measurement of the current iteration and those of the previous 
iterations to calculate a smoother and more precise position 
representation of the object. The results of all surrounding 
objects are output to the world-model layer for generating a 
precise world model of the platoon, in order to support 
decision making for low-level control. 

5. Low-level Control 
The low-level control layer operates control 

algorithms that determine the desired acceleration used for 
longitudinal control and the desired steering angle used for 
lateral control. In this section, we first discuss the control 
algorithm used for longitudinal control, followed by that for 
lateral control. The control algorithms presented in the 
subsections are based on the MPC framework [31] [32] and 
distributed MPC schemes [43] [44]. This means every 
following vehicle in the platoon solves its own MPC problem 
based on local information. The main advantage of using 
MPC is that it has straightforward formulation and explicit 
handling of constraints with fast processing capability. 

 
Fig. 9 Data flow and working process of the low-level 
control layer 

 
5.1. Longitudinal control 

 
To realize CACC, the objectives of the longitudinal 

control are to keep the same speed as and a desired distance 
to the front vehicle while taking comfort into consideration 
(appropriate acceleration). To accomplish these objectives, a 
vector of the deviations of three groups of important variables 
are defined as the system state:  

	 𝑥 = y
ℎ∗ − ℎ
𝛥𝑣
𝛥𝑎

�   (10) 

where ℎ∗  and ℎ  denote the desired distance and the actual 
distance between the host vehicle and its front vehicle, 
respectively, 𝛥𝑣  and 𝛥𝑎  denote the relative speed and the 
relative acceleration between the host vehicle and its front 
vehicle, respectively. The aim of the longitudinal controller 
is to regulate 𝑥 in (10) towards the state of [0,0,0]>. 

With the definition of system state, the state dynamics 
for longitudinal control is defined as: 

	 𝑥(𝑘 + 1) = 𝐴e𝑥(𝑘) + 𝐵e𝑢(𝑘) + 𝐶e   (11) 

where 𝑢(𝑘) denotes the control variable of acceleration at 
prediction time 𝑘 and 

	 𝐴e = 𝐼� + y
0 −1 0
0 0 1
0 0 −1/𝜏�

� × 𝑡#			 	 (12) 

	 𝐵e = y
0
0

−1/𝜏�
� × 𝑡#   (13) 

	 𝐶e = y
0
0

𝑎*/𝜏�
� × 𝑡#   (14) 

In (12)-(14), 𝜏�  denotes the first order inertia delay of the 
throttle/brake system of the host vehicle, 𝑎*  is the 
acceleration of the leading vehicle in the platoon, and 𝑡# is a 
small step size for model predictive control. 



8 
 

The cost function used in the longitudinal controller is: 

	 𝐽 = ∫ (>�
ljk

C
D
𝑥J𝑄𝑥 + C

D
𝑢J𝑅𝑢) 𝑑𝑡   (15) 

where 𝑥 is the system state and 𝑢 is the control input. 𝑇� is 
the value of the prediction horizon. In our system the 
temporal MPC algorithm is used to keep a stable distance to 
the front vehicle at every predictive time and we set 𝑡# = 0.1𝑠, 
𝑇� = 10𝑠. 𝑄 and 𝑅 are, respectively, the weight matrices of 
the system state and control variable defined as: 

	 𝑄e = y
𝛽C 0 0
0 𝛽D 0
0 0 𝛽�

� , 𝑅e = 𝛽�	   (16) 

where, 𝛽C , 𝛽D , 𝛽�  and 𝛽�  are the parameters adjusted and 
determined through experiments. 
 

5.2. Lateral control 
 

The objective of the lateral controller is to keep 
tracking the trajectory of the leading vehicle with the desired 
lateral deviation of 0. To accomplish this mission, we define 
the state vector as: 

	 𝑥 = y
𝛥𝑓

𝜑� − 𝜑
𝛿

�		 	 (17) 

where 𝛥𝑓 is the lateral deviation between the host vehicle and 
the history trajectory of the leading vehicle. We select the 
position in the history trajectory of the leading vehicle which 
is the closest to the host vehicle. Then 𝜑�  denotes the heading 
of the leading vehicle at this chosen position. 𝜑, 𝛿  are the 
heading and the steering angle of the host vehicle, 
respectively. The aim of the lateral controller is to regulate 𝑥 
towards the state of [0,0,0]>. 

The state dynamics for lateral control is similar to (11). 
But unlike the definition in longitudinal control which uses 
the current state of the front vehicle as a reference, the history 
path of the leading vehicle is used. Furthermore, the control 
input 𝑢  denotes the steering angle of the host vehicle at 
prediction time 𝑘 and 𝐴e, 𝐵e and 𝐶e are defined as: 

	 𝐴e = 𝐼� + y
0 −1 0
0 0 −1/𝐿
0 0 −1/𝜏�𝑣

� × 𝑥#	   (18) 

	 𝐵e = y
0
0

1/(𝜏�𝑣)
� × 𝑥#    (19) 

	 𝐶e = y
−𝜑�
𝑘
0
� × 𝑥#	   (20) 

where, 𝜏� denotes the first order inertia delay of the steering 
system and 𝐿 is the length of the axle of the host vehicle. 𝑘 is 
the curvature of the history trajectory of the leading vehicle 
and 𝑥# denotes a small step size for model predictive control. 

The cost function is defined as: 

	 𝐽 = ∫ (��
�jk

C
D
𝑥J𝑄𝑥 + C

D
𝑢J𝑅𝑢) 𝑑𝑠	   (21) 

where 𝑥 is the system state and 𝑢 is the control input. 𝑆� is 
the value of the prediction horizon. The spatial domain 
(instead of temporal domain) MPC is used for lateral control 
with control step 𝑥# = 0.1𝑚, 𝑆� = 10𝑚  which means the 
preview path with 100 points will be calculated for lateral 
control. 𝑄 and 𝑅 are the weight matrices of the system state 
and control variable, respectively: 

	 𝑄e = y
𝛽� 0 0
0 𝛽� 0
0 0 𝛽�

� , 𝑅e = 𝛽�   (22)	

where 𝛽� , 𝛽� , 𝛽�  and 𝛽�  are the parameters determined 
during the experiments. 

The aims of both longitudinal and lateral controllers 
are to minimize the cost function to attain the optimal control 
input 𝑢 . The Newton methods [45] are used to solve the 
nonlinear optimization problems. At the end of each 
calculation, the optimal acceleration and steering angle of the 
host vehicle are sent to the actuators for automated driving. 
The calculation is executed at the frequency of 10Hz. The 
details of the data flow and the operation process are shown 
in Fig. 9. 

6. Field Experiments and Analyses 
We have integrated the hardware and software 

architectures described in the above sections into a complete 
testbed platform for supporting CACC with two or three 
SAIC Morris Garages cars. A number of field experiments 
were conducted, in the National Intelligent Connected 
Vehicles (Shanghai) Pilot Zone of China, Shanghai, China, to 
verify the feasibility and performance of the platform. In what 
follows, we present some of our experiment results.  
 

6.1. Performance of perception layer 
 

We first demonstrated the functions of the perception 
layer. In the experiments, two cars formed a platoon with 
inter-vehicle gap of 10m. The leading vehicle was driven by 
a human driver, and the following vehicle was manoeuvred 
by our cooperative automated driving system. Two different 
driving scenarios were taken into consideration. The first was 
a road curve, on which the platoon drove at the speed of 
20km/h. The second was a straight road, on which the 
platoon’s speed was around 60km/h.  

In our experiments, we did not consider certain 
extreme driving conditions where the DGPS or LTE-V 
connections were lost. Therefore, the following vehicle 
always attained accurate position information (within 0.01m) 
of the leading vehicle through the V2V communication. To 
verify the function of the perception layer, we first separated 
the data of the LTE-V transceiver from the layer input. This 
means that, as conventional ACC solutions, the perception 
layer of the following vehicle used only the measurements of 
radar and camera to establish its estimation of the leading 
vehicle’s trajectory. The accurate trajectory that the leading 
vehicle obtained from the data of the LTE-V transceiver was 
treated as a baseline ground truth for evaluating the 
performance of the camera and radar measurements.  

Three different trajectory estimation scenarios were 
considered: the following vehicle attained the driving 
trajectory of the leading vehicle through object tracking and 
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association respectively using (1) the tracks of the radar, (2) 
the tracks of the camera, and (3) fusion of the tracks of radar 
and camera. The performance of the former two scenarios can 
demonstrates the feasibility of the multi-object tracking step 
of our system. And that of the last scenario shows the 
feasibility of track-to-track association and data fusion steps 
in the perception layer.  

 
Fig. 10 Experimental results on a road curve. 
 

 
Fig. 11 Experimental results on a straight road. 
 
Table 4 Error statistics on road curve/straight road 

 
Fig. 10 displays one experiment result on the road 

curve. It can be seen that as the platoon drove along the road 
curve, the estimation of the leading vehicle’s trajectory using 
camera alone gradually deviated from the true trajectory 
(attained from V2V transmission of DGPS signals). The 
estimation using radar alone was relatively close to the 
ground truth, but with variations due to measurement errors 
and difficulties in object association. Fusing the tracks 
obtained from both radar and camera led to a smoother and 
more accurate trajectory estimation. (The average and 
variance of the estimation errors in the experiment are 
displayed in Table 4. Note that statistics were obtained using 
both longitudinal direction errors and lateral direction errors. 
Only the latter can be visualized in Fig. 10.). However, the 
distance to the true trajectory is also notable. As a result, 
providing automated driving with collaboration capability 
through the LTE-V technology has the potential to 

significantly improve the environment perception quality of 
each individual vehicle.  

Fig. 11 shows part of results on the straight road. In 
this case, the trajectory attained from camera alone was closer 
to the true trajectory of the leading vehicle, compared with 
that from radar alone. The difference between the trajectory 
from data fusion and that from LTE-V transceiver (i.e., 
ground truth) is still observable. In practice, the true driving 
environment would contain the combinations of both road 
scenarios. CACC should be established upon sufficiently 
accurate measurements of cooperative vehicles within the 
platoon. This calls for the necessity of high-quality vehicular 
communications. 

 
Fig. 12 Experimental result when V2V signals were lost. 
 

As mentioned in Section 4, the data fusion output step 
of the perception layer provides the mechanism to deal with 
potential failure of V2V communication (DGPS or LTE-V 
signals are lost due to, e.g., harsh driving environment). To 
demonstrate this function, we demanded the perception layer 
to use only the data fusion result of the camera and radar to 
estimate the trajectory of the leading vehicle for some time, 
in an experiment on a road curve. Hence, when the following 
vehicle received signals from V2V communication, it utilized 
the data track of the LTE-V transceiver. Otherwise, it 
switched its data fusion input to the tracks of the camera and 
radar. The result is shown in Fig. 12. It can be seen that the 
trajectory estimations were not significantly affected near the 
switching positions. This enables the functions in the low-
level control layer to be operated smoothly even when V2V 
communication and vehicle cooperation are temporarily 
unavailable.  
 

6.2. Performance of low-level control layer 
 

In this subsection, we present the experiment results 
for evaluation of the functions of the low-level control layer. 
In the first experiment, three vehicles form a platoon driving 
on a straight road. The leading vehicle, driven by a human 
driver, started from a still position and steadily accelerated. 
After the speed reached around 34km/h (9.5m/s), it rapidly 
decelerated until it completely stopped. Its speed profile in 
the experiment is shown in Fig. 13 (as Vehicle No. 1). The 
other two autonomously driven vehicles intended to follow 
the leading vehicle as a platoon with inter-vehicle gap of 10m. 
Their speed profiles are also displayed in Fig. 13 as Vehicle 

 Average (m) Variance (mD) 
Radar 0.66 / 0.31 0.08 / 0.02 

Camera 0.60 / 0.72 0.32 / 0.04 
Fusion 0.45 / 0.24 0.04 / 0.01 
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No. 2 (the first following vehicle) and Vehicle No. 3 (the 
second following vehicle). 

 
Fig. 13 Experimental results of the speed of the platoon. 
 

From the figure we can see that the two following 
vehicles rapidly responded to the movement of the leading 
vehicle. They automatically adapted their speed to almost the 
same level as the leading vehicle, to keep a constant inter-
vehicle distance. Compared with the second vehicle, the third 
vehicle’s speed variation was larger and lagged behind, 
because it planned its longitudinal control actions according 
to the movements of the second vehicle, i.e., its front vehicle. 
Due to LTE-V technology, the third vehicle obtained the 
states of its front vehicle with very small delay. The speed 
variation was acceptable and did not cause comfortlessness.   

Fig. 14 displays the difference between the desired 
inter-vehicle distance and the true inter-vehicle distance in 
the experiment, for the two following vehicles, in both 
longitudinal and lateral directions. The results reflected the 
low-layer control performance of our system. It is seen that 
most of the longitudinal differences were within a ±25cm 
region (marked by dash lines), and most of the lateral 
differences were within the ±2cm region. The third vehicle 
had delayed and larger distance deviation than the second 
vehicle, since it had to adjust its actions based on the 
behaviour of its front vehicle. But since the differences for 
both vehicles were small, the functions of the both 
longitudinal and lateral control algorithms of our system 
presented in Section 5 were demonstrated.  

 
(a) Vehicle No. 2 

 
(b) Vehicle No. 3 

Fig. 14 Experimental results of longitude and latitude 
distance deviations 
 
Table 5 Low-level control performance 

scenarios velocity 
(km/h) 

turning 
radius 
(m) 

maximal 
longitudinal 
error (cm) 

maximal 
lateral 

error (cm) 
Lane 
changing 0-30 >250 35 20 

Turning at 
right-angled 
bend 

0-30 >25 30 20 

Circling  0-20 >15 35 20 
Turning 
around 0-20 >5 40 20 

S-shaped 
curvilinear 
movement 

0-30 >18 30 15 

 
We also carried out several experiments with a platoon 

of two vehicles when the leading vehicle performed actions 
including lane changing, turning at right-angled bend, 
circling, turning around, and s-shaped curvilinear movement. 
In all experiments, the following vehicle intended to track the 
trajectory of the leading vehicle and keep a fixed distance of 
10m. The descriptions of the leading vehicle in different 
actions (in terms of velocity and turning radius) and the error 
performance (rounded to multiple of 5cm) in the experiments 
are presented in Table 5. The observation that the differences 
between desired and actual inter-vehicle distances were 
relatively small verified the feasibility of our CACC testbed 
platform.  

7. Conclusion 
Under the concept of CACC, forming vehicles on the 

road into compact platoons is potentially an effective 
approach to addressing the problems occurred in today’s road 
transportation systems. Platooning with intelligent vehicles 
can release the burden of human drivers, avoid road accidents, 
improve traffic efficiency, and reduce fuel consumption and 
environment pollution. We have developed a testbed platform 
for realizing CACC where a number of automated vehicles 
closely follow a human-driven leading vehicle through 
cooperation enabled by the LTE-V technology. The platform 
is developed on vehicles equipped with a suite of on-board 
sensing, communication, and computing devices. Supported 
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by a five-layer software architecture, accurate perception of 
the state of the platoon and intelligent control of the vehicles 
are realized. The functions of our testbed platform have been 
verified by several initial field experiments. Further system 
optimization and experiments in more complicated and 
practical driving environments will be conducted as future 
works. 
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