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ABSTRACT

Hydrogen is the simplest, oldest, and most widespread molecule in Nature. Neverthe-

less, the vast majority of the hydrogen industrial production stems from steam reforming

of methane performed at high temperatures or pressures. Albeit other chemical routes to

the hydrogen synthesis – involving, e.g., water electrolysis and novel photocatalysts – have

recently been explored, no catalyst-free reaction pathways have been identified, seriously lim-

iting the large-scale deployment of hydrogen. Based on state-of-the-art ab initio molecular

dynamics simulations, here we present a study revealing a novel synthesis route to hydrogen

from neat liquid ethanol, which has been achieved at room temperature and in absence of

any catalyst, upon electric field exposure. This result paves the way to the unprecedented

catalyst-free experimental synthesis of hydrogen from liquid ethanol by exploiting commonly

employed field emitter tips apparatus.
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I. INTRODUCTION

Hydrogen (H2) production is estimated to be tenths of millions of tons per year1,2. Ex-

ploitation of hydrogen ranges from the ammonia production through the Haber-Bosch pro-

cess3 to the transport and the conversion of clean energy4–6. However, H2 is always produced

by means of specific, costly and rare catalysts. Here we present the first, to the best of our

knowledge, catalyst-free chemical route toward the H2 synthesis.

Although steam reforming of hydrocarbons allows for reasonable hydrogen yields, it pro-

duces CO2 and the reactors typically operate at high temperatures (i.e., 1000−1400 K) and

in presence of specific catalysts7,8. The last few decades have witnessed enormous efforts

devoted to the design of novel synthesis routes toward the hydrogen production. Many of

them involves electrochemical water splitting achieved via platinum (Pt) electrocatalysts9,10

or particulate photocatalysts11–16. Recently, metal-free polymeric photocatalysts have been

developed17 and also catalysts of biomolecular nature have been presented18 as well as pro-

totypical low-cost photoelectrodes19. Also simple alcohols are currently employed in steam

reforming processes. Being a clean, renewable and reliable chemical carrier of hydrogen, less

hazardous than methanol and producible from a wide variety of biomass sources20, ethanol

is considered a promising – fully “green” – alternative. As a consequence, also the catalytic

properties of Au loaded into TiO2 have been characterized for ethanol de-hydrogenation21.

Whilst many experiments exploited the catalytic electric field assistance in enhancing

selectivity of diverse chemical reactions22–24, the first experimental evidence that intense

(i.e., ∼ 0.1 V/Å) static fields can fully control chemical transformations has only recently

been provided25. It seems increasingly evident that oriented electric fields in the order of

1 V/Å will be employed as smart reagents26 and as catalysts27 in an imminent future. In

particular, nowadays is very well-established by a plethora of experimental, theoretical, and

computational works that very intense (i.e., in the order of 0.1−1.0 V/Å) electric fields rule

the microscopic behavior of matter. In addition, many laboratories have become capable to

probe and hence quantify the high reactivity-enhancing properties of intense field strengths

generated in proximity of emitter tips25,27,28. As an example, the experiment that reported

the electrostatic catalysis of a Diels-Alder reaction demonstrated that the typical electric

field strengths necessary for such a catalysis are in the order of 0.1 V/Å25. After all, it has

been a long time since a substantial amount of research (see, e.g., Refs.29–35) has demon-
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strated that intense electric fields (i.e., ∼ [0.1−1.0] V/Å) are not only widespread in Nature

but also that have to be employed in order to trigger, drive, and/or catalyze, both gas- and

condensed-phase chemical reactions. In fact, such field strengths are necessary in order to

significantly shift the bonding electrons and render more ionic both bonds and transition

states26. Thanks to developments of the Modern Theory of Polarization36,37, nowadays ab

initio molecular dynamics (AIMD)29–31,38 and Density Functional Theory-based32–34 studies

have succeeded in describing complex behavior of molecular systems under strong electric

fields, quantitatively confirmed by experiments25,39–42, consolidating those first-principles nu-

merical techniques as robust predictors of laboratory experimental results. The application

of electric fields in Density Functional Theory-based simulations allows for the investigation

of the reactivity-enhancing properties without the necessity to simulate an entire electrode

surface, as already reported in several computational studies (see, e.g., Refs.29–34).

II. METHODS

We used the software package Quantum ESPRESSO43, based on the Car-Parrinello (CP)

approach44, to perform ab initio molecular dynamics (AIMD) simulations of a sample of liq-

uid ethanol and a sample composed by an ethanol-water mixture under the action of intense

electric fields applied along a given direction (corresponding to the z-axis). The implementa-

tion of an external field in numerical codes based on Density Functional Theory (DFT) can

be achieved by exploiting the Modern Theory of Polarization and Berry’s phases36,37,45 (see,

e.g., Ref.38). Thanks to those seminal works, nowadays AIMD simulations under the effect

of static electric fields with periodic boundary conditions are almost routinely carried out

(see, e.g., Ref31). The reader which is interested in the implementation of static electric fields

in such a kind of atomistic simulations can refer to the following literature: Refs.36–38,46–50.

The neat ethanol sample contained 32 CH3CH2OH molecules (i.e., 288 atoms) arranged in

a cubic cell with side parameter a = 14.60 Å, so as to reproduce the experimental density of

0.79 g/cm3 at about 300 K. The sample simulating the ethanol aqueous solution contained

24 CH3CH2OH and 24 H2O molecules accounting for 288 atoms arranged in a cubic cell with

side parameter a = 14.60 Å; in such a case a density of 0.82 g/cm3 has been reproduced.

Tests at higher temperatures (i.e., 500 K and 800 K) have been also executed. As usual,

the structures were replicated in space by using periodic boundary conditions. The inten-
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sity of the electric field was gradually increased with a step increment of about 0.05 V/Å

from zero up to a maximum of 0.60 V/Å. In the zero-field cases we performed dynamics

of 30 ps whereas, for each other value of the field intensity, we ran the dynamics for 7 ps,

thus cumulating a total simulation time equal to 114 ps for each investigated sample. The

fictitious electronic mass was set to a value of 300 a.u., with a cutoff energy of 35 Ry for

the plane-wave representation of wavefunctions and of 280 Ry for the charge density, with a

timestep of 0.12 fs. With such cutoff values the sample is robustly described since the core

electronic interaction is being depicted through ultrasoft pseudopotentials (USPP) generated

via the Rappe-Rabe-Kaxiras-Joannopoulos (RRKJ) method51. As an approximation of the

exchange and correlation functional, we adopted the Perdew-Burke-Ernzerhof (PBE) func-

tional52 with Grimme’s D3 dispersion corrections53. In principle, nuclear quantum effects

(NQEs) might play a role in ruling the chemistry of the simulated samples. However, there

exist some clear evidences that the inclusion of NQEs in typical AIMD simulations exploit-

ing commonly used dispersion-corrected exchange-correlation functionals – such as PBE-D3

– and which aim at exploring the liquid water behavior do not properly work54. Somehow

paradoxically indeed not including those NQEs almost perfectly reproduces all the experi-

mental water vibrational modes54. This is due to the fact that standard dispersion-corrected

exchange-correlation functionals, such as PBE-D3, benefit from error compensation effects

that render the NQEs inclusion counter-productive54. Moreover, the results we obtained at

higher temperatures (i.e., at 500 K and 800 K, where NQEs should be fully negligible) were

in complete agreement with the chemistry emerging at room temperature. As a consequence,

the dynamics of ions was simulated classically within a constant number, volume, and tem-

perature (NVT) ensemble, using the Verlet algorithm and a Nosé-Hoover thermostat set at

a frequency of 13.5 THz.

III. RESULTS AND DISCUSSION

Since the application of weak electric fields reduces the activation energies for ethanol

de-hydrogenation in presence of Pt-based catalysts55, we decided to apply progressively

increasing field strengths to samples of neat ethanol and ethanol-water mixtures. Upon

exposure of a sample of pure liquid ethanol to progressively higher field intensities, increas-

ingly larger fractions of the OH alcohol groups tend to align toward the field direction, as
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ethanol 

eth. (water mix.) 

a b 

d c 

FIG. 1: (a/c) Distributions of the θ angle formed between the vector identifying the O-H bonds of the ethanol molecules

and the field direction in neat ethanol (a) and in an ethanol-water mixture (c) from the zero-field regime (purple curve) up to

0.25 V/Å (red curve). (b/d) Dipole moments distribution functions of the ethanol molecules in neat ethanol (b) and in an

ethanol aqueous solution (d) from the zero-field regime (purple curve) up to 0.25 V/Å (red curve).

shown in Fig. 1-a. At the same time, molecular dipole moments increase as well, as shown in

Fig. 1-b and in Table S1 of the Supporting Information (SI), and those aspects contribute to

each other. When ethanol is solvated in aqueous environment and subjected to the external

electrostatic gradient, its OH hydrophilic heads re-orient along the field direction more easily

than they do in anhydrous ethanol samples, as shown by a direct comparison of Fig. 1-a

with Fig. 1-c. This finding may appear somehow counter-intuitive if one considers that, in a

50:50 ethanol-water mixture, a higher percolation degree of H-bonds characterizes the inter-

molecular interactions than in pure ethanol. As it occurs in other aqueous mixtures56, the

presence of water molecules increases the overall ethanol dipole moments. In addition, these

last rapidly increase upon field exposure, as shown in Fig. 1-d and in Table S1 of the SI,

leading thus to a progressively stronger electrostatic coupling with the external field which,

in turn, amplifies the OH vector alignment with the field direction, the dipole moment itself,

and the dipole fluctuations (notice the curve broadening in Figs. 1-b/d and the standard

deviations in Table S1 of the SI). These last are ultimately responsible for the catalysis of

the molecular dissociations35.
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Under those conditions, such systems become indeed very reactive. Similarly to the case of

neat water29,39,40, a field strength of 0.25 V/Å is sufficient to trigger the release of hydronium

(H3O+) and hydroxide (OH−) ions in an ethanol aqueous solution. The presence of such ions

triggers, in turn, the formation of ethanol counter-ions. In fact, at the same field threshold

also ethanol cations (CH3CH2OH+
2 ) and anions (CH3CH2O−) are detected in the aqueous

sample, accordingly to the reaction 2CH3CH2OH → CH3CH2OH+
2 +CH3CH2O

−. Instead,

only starting from a field intensity of 0.30 V/Å the first ethanol counter-ions are formed in

neat ethanol. This finding is entirely ascribable to the fact that dipole fluctuations are

responsible for deprotonation35 and water dipole moments are stronger than ethanol dipole

moments.

Once formed, those ions easily recombine. Such a process leads indeed to the final

neutralization of the starting ion with the same proton the ion itself released soon before.

We shall call those ionic species as static ions. On the contrary, starting from the respective

dissociation thresholds (0.30 V/Å in anhydrous ethanol and 0.25 V/Å in the ethanol-water

mixture) correlated proton transfers along the H-bonds lead to the fast conduction of the

protonic charge through Grotthuss-like mechanisms. The “molecular wires” along which

protons H+ are transferred are hereon called ionic wires, which rule the physical-chemical

behavior of the systems at intense field regimes. In both samples, to an increment of

a b 

FIG. 2: Histograms of the average lifetimes of the static ions and of the ionic wires (see text) determined for several field

strengths in pure ethanol (a) and in the ethanol-water mixture (b). In the insets, a graphical depiction of the respective ionic

wires responsible for proton migration.

the field strength corresponds an increase of the average lifetime of the ionic species giving

rise to successful proton transfer events (colored histograms). However, whereas in pure
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FIG. 3: Ionic current-voltage diagrams of pure ethanol (blue dots), an ethanol aqueous solution (red squares), and neat

water (green triangles). Data of pure water stem from Ref.29. Points represent the calculated values whereas solid lines are

guides for the eye. Ionic conductivities equal to 7.8 mS, 1.3 mS, and 0.5 mS, have been recorded for pure water29, the

ethanol-water mixture, and neat ethanol, respectively.

ethanol (Fig. 2-a) a substantial plateau around values of 150 fs is reached starting from

0.40 V/Å, in the ethanol aqueous solution (Fig. 2-b) relatively long-lived ionic wires, having

lifetimes around 500 fs, are observed at intense field regimes. This means that a sizably

more persistent proton transfer activity is present when ethanol is mixed with water. As a

consequence, a more conspicuous fraction of ionic species characterizes the ethanol aqueous

mixture with respect to the anhydrous case at the maximum field strength explored (i.e., 17%

vs. 7%). The field thus stabilizes the transient ionic intermediate species with significantly

different efficiency in the two samples, as also highlighted by the respective ionic current-

voltage diagrams shown in Fig. 3.

Once the counter-ions are formed in both samples, an additional contribution to the

external field is present. The intensity of the local electric fields – due to the ions – can be

indeed of the order of 1 V/Å57–61, which further increases the overall molecular reactivity.

In fact, in the ethanol-water mixture we do observe that a field strength of 0.55 V/Å is

able to break some C-O covalent bonds and to lead to the synthesis of ethylene ((CH2)2),

as shown in Fig. S5 of the SI and as nominally described by the de-hydration reaction

CH3CH2OH → (CH2)2 +H2O. Moreover, also diethyl ether (CH3CH2OCH2CH3) has been

detected at the same field strength in both samples. In conjunction with recent results62,63,

these findings suggest that a common feature of the application of intense static electric
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fields on alcohols is to trigger de-hydration reactions.

Another reaction channel, not observed in the aqueous mixture, governs the field-induced

chemistry of neat ethanol: de-hydrogenation, which leads to the hydrogen (H2) and acetalde-

hyde (CH3CHO) synthesis. As schematically shown in the following chemical transforma-

tion:

2CH3CH2OH
0.30 V/A−−−−−→ CH3CH2OH+

2 + CH3CH2O
−

0.55 V/A−−−−−→ H2 + CH3CHO + CH3CH2OH ,
(1)

and as depicted in Fig. 4, a key role is originally played by the ethanol counter-ions. In Fig. 4-

a, the cation should rotate in order to transfer its own excess proton to the nearby anion

along the field direction. However, the instantaneous closeness of the methylene groups and

the peculiar opposite orientation of the molecular skeletons (Fig. 4-a) open an alternative

chemical route for the neutralization process. Such a local and instantaneous frustrated

topological arrangement of the counter-ions, in presence of the electrostatic gradient imposed

by the field, leads to a distortion of the electron densities. As shown in Fig. 4-b, one of the

Wannier centres64 (i.e., the electron pair) of the methylene group of the ethanol anion shifts

toward the hydrogen which is closest to the nearby cation. In a few decades of fs, the electron

pair that represented a C-H covalent bond, is entirely localized on the hydrogen, forming

thus an hydride H− (Fig. 4-c). Simultaneously, the excess proton H+ of the nearby ethanol

cation is released (Fig. 4-c). This way, the hydride (stemming from the anion) and the proton

(stemming from the cation) recombine, leading to the formation of hydrogen, acetaldehyde,

and an ethanol molecule (Fig. 4-d). The field-induced reaction products and their yields are

reported in Table 1 both for pure ethanol and for the ethanol aqueous mixture.

The formation of hydrogen in anhydrous ethanol is the result of the lack of intermolecular

linkages capable to efficiently transfer protonic defects. Under the influence of the external

field, such a topological frustration leads to a novel chemical recombination culminating with

the H2 synthesis. Instead, this reaction is unlikely in an ethanol-water mixture, where an

higher H-bond percolation degree shapes the intermolecular interactions. The presence of

water allows for more flexible ethanol molecular arrangements that are able to react to the

field action by maintaining an highly structured H-bond network even in presence of highly

oriented molecular configurations. In fact, not only an improved persistence of the molecular

wires responsible for proton conduction further dissipates the energetic contribution carried

by the field but also the formation of ethylene, depicted in Fig. S5 of the SI, takes place
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a b 

d c 

t = 0 t = 80 fs 

t = 110 fs t = 120 fs 

1.77 

0.85 

2.10 

0.76 H2 

FIG. 4: Hydrogen formation mechanism from liquid ethanol in presence of a static electric field oriented along the positive

z-axis (i.e., blue Cartesian axis direction) with strength of 0.55 V/Å. Red, silver, and white coloring refers to oxygen, carbon,

and hydrogen atoms, respectively, whereas small cyan spheres represent the Wannier charge centres. The small dark blue

sphere in (c) and (d) highlights the electron pair forming H2. Some distances (in Å) are displayed.

Molecular species (%) Ethanol Ethanol+Water

Diethyl ether 3 4

Ethylene 0 12

Water 3 17

Acetaldehyde 9 0

Hydrogen 9 0

TABLE I: Percent fractions of the molecular species present in the systems at the end of the respective simulations. The

fractions are determined as the ratio between the number of molecules of a given species and the total number of ethanol

molecules composing the original samples. In the case of the ethanol aqueous mixture, the water content is exclusively

referred to the newly synthesized molecules.

through an H-bonded wire of species. It has to be noticed that all the field-induced chemical

reactions – including the hydrogen formation – are not very different from the electrochemical

reforming of short alcohols. However, all of them are obtained in complete abscence of

10

Page 10 of 20

ACS Paragon Plus Environment

The Journal of Physical Chemistry

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



chemical catalysts (such as, e.g., sulphuric acid) or surface (such as, e.g., Pt-based or Au-

based) catalysts and at room temperature. In fact, as also shown in Fig. S1 of the SI,

hydrogen synthesis has been achieved only in samples containing uniquely neat liquid ethanol

at an average temperature of 300 K. Besides, the chemical pathway undertaken by the

system during such a novel synthesis is completely different from the chemistry typically

taking place under plasma conditions, in that all the presented reactions occur keeping the

electronic subsystem in its ground-state, as usual in standard AIMD simulations.

As far as the robustness of the employed techniques is concerned, it is worth to stress that

equivalent simulations (i.e., exploiting Car-Parrinello molecular dynamics along with the

Modern Theory of Polarization and Berry’s phases) have been able to predict the molecular

dissociation threshold of water under the effect of strong electric fields29 and to reproduce

the Miller experiment30. In the latter case, as an example, the fact that field strengths of

0.50 V/Å have been necessary to mimic the well-known Miller syntheses through ab initio

simulations30 indicates that such numerical experiments - occurring on a picoseconds time-

scale - properly mimic the experimental behavior occurring on longer time-scales.

IV. CONCLUSIONS

In conclusion, we have demonstrated the possibility to synthesize hydrogen from liquid

ethanol by means of intense electric fields at room temperature and in absence of any catalyst

or template. By atomistically and electronically tracing the behavior of such a system under

the field influence, we suggest that peculiar molecular arrangements are directly responsible

for the H2 production. In fact, we have observed that ethanol-water mixtures – where frus-

trated arrangements of the ethanol counter-ions are unlikely because of a more percolated

H-bond network – are not able to synthesize hydrogen under the same circumstances. In

other words, whereas an ethanol aqueous solution under intense electric fields is able to max-

imize its entropy by sustaining an efficient protonic conduction through correlated proton

transfers along a diffuse H-bond network, anhydrous ethanol – where intermolecular syn-

ergism is sizably less pronounced – maximizes its entropy by creating hydrogen molecules.

By following the details here disclosed, the H2 synthesis could be afforded in catalyst-free

experimental setups by means of field emitter tips, where even stronger local field intensities

than those here employed are commonly recorded (please see Ref.27 and references therein).
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This study paves the way not only to a new branch of experimental studies on the synthesis

of H2 from clean and sustainable resources, but also toward a more imminent de-carbonized

future.
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ASSOCIATED CONTENT

A Supporting Information (SI) file is available. Additional results stemming from the

ab initio molecular dynamics simulations involving inter alia the radial distribution func-

tions and the ethylene synthesis reaction mechanism; Electric field considerations and self-

consistent field calculations; Transition state detection of the hydrogen synthesis: Committor

Analysis; Wannier centres evaluation.
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