
 

 

 

Deterring Cyber Coercion:  
The Exaggerated Problem of Attribution 

 

 

 

David Blagden 
Strategy and Security Institute, Department of Politics 

University of Exeter 

d.w.blagden@exeter.ac.uk  

 

 

 

This is an open-access draft of an article accepted for publication in Survival: 
It represents the version that the journal accepted for publication, but has not undergone copyediting, 

production, or post-acceptance updates 

 

Accepted: 2 January 2020 

 

 
 

 

 

 

 

Abstract 
Can cyberattacks be deterred? As the capability and associated damage potential of cyber 

weapons rises, this question will become ever more important to publics and their 

policymakers around the world. The principal obstacle to deterring cyberattacks via the threat 

of retaliatory punishment is usually taken to be such attacks’ ability to be made technically 

untraceable: absent a ‘return address’ for the aggression suffered, how could the victim of 

such an anonymous attack know where to direct its retaliation? Such concerns are overblown, 

however, for they conflate two distinct variables within the deterrence calculus: aggressor 

identity and aggressor interests. In fact, once cyberattack is understood as the coercive 

political act that it is, the ‘anonymity problem’ for cyber deterrence dwindles. This is 

because, in seeking to advance a cause via cyber coercion, an attacker must necessarily reveal 

a set of interests that it values. Such interests can then be held at risk by the party seeking 

deterrence, even if the attacker’s identity itself remains concealed.  
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Can cyberattacks be deterred? As the potential damage threshold of possible future 

cyberattacks rises in line with the sophistication of cyber weapons,
1
 this question is 

increasingly salient for governments, national security agencies, and the populations they 

seek to protect
2
 – especially as concern grows over the probable centrality of cyberattack to 

future hostile ‘hybrid’ operations.
3
 This article explains why one characteristic of 

cyberattack, its potential for anonymity, is not the insurmountable barrier to effective 

deterrence based on retaliatory punishment that it may seem. For coercion – defined as cost-

imposition in the pursuit of behavioural change – is the form of hostile political influence that 

deterrence seeks to oppose. And in order to coerce, a belligerent must necessarily identify 

that which it values, i.e. the interests it seeks to advance via coercion. Attempted coercion, in 

short, serves as a preference-revelation mechanism. Thus, even if a belligerent can escape 

identifying itself via anonymous cyberattack, it cannot escape identifying interests that it 

holds dear, which can then be held at risk by those seeking deterrence.  

This argument builds upon an important pre-existing research insight, namely that the 

political interests being advanced by a cyberattack will often make the identity of the 

aggressor clear, even if the origin of the attack itself cannot be readily traced via technical 

means.
4
 This represents the difference between ‘strategic’ and ‘tactical’ (i.e. technical) 

attribution: while a cyberattack may be technically anonymous, the strategic interaction of 

which it forms a part can remove much of the presumed anonymity, by making clear whose 

interests are at stake. Yet that still leaves open the concern that many actors could have 

similar interests, meaning that the specific aggressor might remain unidentified – so even for 

analysts who have identified the importance of strategic attribution, it remains a 

circumscribed hope.  

This article demonstrates, however, that such reservations over strategic attribution 

are overblown. This is because they conflate two different variables within the deterrence 

calculus: aggressor identity and aggressor interests. The two variables do often correlate, of 

course: if you want to retaliate against an attacker’s territory (the interest), say, then you need 

to know whose territory (the identity). Yet the linkage is not necessary: it is possible to 

identify valued interests of an attacker without identifying those interests’ sole holder. And 

crucially, coercion is not possible without identifying the interests being advanced, in 

cyberspace or anywhere else, for the very nature of coercion requires revelation of desired 

changes in behaviour.
5
 If you are Russia, for example, you do not need to identify which 

specific NATO country cyberattacked you to still identify – and hold at risk – interests shared 

by all NATO members. It is therefore possible to retaliate against revealed preferences – to 



3 

 

achieve successful strategic attribution of interests – even when strategic attribution of a 

specific attacker identity remains challenging. Many actors may indeed hold similar interests 

while only one of them may be responsible for a particular cyberattack, but that need not 

necessarily matter: the very variable that obscures their specific identities, i.e. their shared 

interests, also means that retaliating against those interests will punish the underlying 

aggressor. The fact that the specific attacker may have ‘got away with it’, in terms of not 

being identified individually, will be little consolation when their interests have nonetheless 

been retarded. And knowing as much ex ante, it is possible for deterrence to hold based on 

the threat of ex post retaliatory punishment against ‘anonymous’ aggressors. 

 Why study the deterrence of cyber coercion? After all, cyber weapons are ill-suited 

tools for explicit coercive signalling, since their capability is often (a) unclear prior to their 

use and (b) degraded by their revelation (i.e. defenders can patch/circumvent the 

vulnerabilities that the threatener intended to exploit).
6
 Many categories of hostile cyber 

action – attrition of an opponent’s capabilities, hacking for enjoyment/publicity, covert cyber-

espionage, cyber-enabled theft for private/state financial gain, subversion/disinformation, and 

so forth – are also pressing security concerns, but do not achieve their effects via the issuance 

of coercive threats. And it is not as if cyber-deterrence has been an unambiguous success thus 

far; there have been plenty of cyberattacks against states with retaliatory means at their 

disposal, yet which (for whatever reason) failed to generate successful deterrence. Several 

high-profile attacks against US and allied corporations – such as 2012’s attacks on the US 

financial system and Saudi Aramco, 2013’s attack on the Sands Casino, and 2014’s attack on 

Sony Pictures – have gone undeterred, for example, despite successful culprit attribution and 

America’s superior relative power (vis-à-vis Iran and North Korea respectively). On top of all 

that, one could question the value of analysing this topic in principle rather than via case 

studies, since theoretical understanding of deterrence is already well-developed while 

empirical scholarship on cyber-aggression remains (relatively) nascent.  

 None of these rejoinders holds water, however. By themselves, cyber-threats are 

indeed flawed tools of coercive signalling. But taken in their strategic context, a wide range 

of hostile cyber actions meet a reasonable definition of coercion: cost imposition in pursuit of 

behavioural change.
7
 If an attacker seeks to coercively exploit a favourably changed balance 

of power following successful attrition and/or extortion, if a protestor draws attention to their 

cause in a way that generates coercive political costs, or if cyber-espionage delivers 

information that is utilized coercively in another domain, then there are coercive interests 

being advanced.
8
 Observed cyberattacks, meanwhile – attacks that, for whatever reason, have 
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not been deterred – are not evidence of the futility of the deterrent enterprise, since defenders’ 

resolve to impose punishment rises with the severity of attack suffered while the pool of 

capable-enough potential culprits shrinks. So, North Korea going undeterred in its 2014 Sony 

hack, for example – a rudimentary and low-damage attack, all told – does not preclude that 

deterrence is vital to understanding the absence of great-power usage of (more capable) 

cyber-weaponry against other major powers.
9
 And the value of a conceptual treatment

10
 lies 

in theory’s ability to impose clarity for both scholars and policymakers alike on a question 

that – due to the unavoidable selection bias that afflicts studies of the causes of non-

occurrences – will necessarily under-reflect deterrence’s causal significance when studied 

empirically.
11

 

The article first discusses how the risk of escalation to levels of retaliation that carry 

costs higher than an aggressor could bear can deter aggression at lower levels of violence, but 

also how the anonymity of cyberattack could compromise such an escalatory deterrent ladder. 

Second, the relationship between coercion and deterrence is explored to show that each is 

necessarily tied to the promotion and defence of political interests, and thus that attempting to 

coerce via cyberattack without revealing one’s preferences is a contradiction in terms. As 

such, even where the specific identity of an aggressor is not revealed by the attack itself, there 

are nonetheless revealed interests that can be held at risk by an aspiring deterrer. Third, 

several caveats to the core argument are laid out.  

For reference, a cyberattack is understood as the intentional use of computer code – a 

‘cyber weapon’ – to harm or exert hostile control over another party’s information and 

communications technology (ICT) systems or networks, and/or the physical systems and 

living beings dependent upon them.
12

 ‘Cyber deterrence’ is understood as the act of deterring 

potentially hostile cyber operations; this may or may not be conducted using the deterrer’s 

own cyber capabilities.
13

 

The article concludes that the anonymity of cyberattacks need not prove a barrier to 

effective deterrence via established methods of escalation linkage between the initial attack 

and subsequent, more costly levels of retaliatory punishment. That said, this approach carries 

downsides: it is premised upon targeted retaliation against interests some group of attackers 

value, which could include ‘innocent’ states and/or civilians – thereby risking both moral 

opprobrium and political blowback – plus the interaction of cyber capabilities with cross-

domain (conventional/nuclear) retaliation may generate unstable escalation. As such, the 

finding does not imply that efforts to harden ICT systems should be neglected, since such 

denial capabilities can nullify the need for retaliatory punishment.  
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Escalation Dominance, Deterrence, and the Problem of the ‘Return Address’ 

Deterrence is achieved when an actor – a state, an armed group, or an individual – concludes 

that the likely costs of an attack exceed the likely benefits.
14

 Opponents can be deterred in 

two ways.
15

 Deterrence by denial occurs when a potential aggressor concludes that attack will 

be ineffective because of the strength of the countermeasures in place: it is denied the 

opportunity of achieving its coercive objectives. Deterrence by punishment, by contrast, does 

not diminish an attack’s effectiveness, but rests on the threat of retaliation of sufficient 

magnitude that the aggressor will be worse off than if they had not attacked in the first place: 

they will be punished after the fact. Deterring cyberattack via effective denial measures, i.e. 

sufficient ICT hardening/resilience that attacks are not attempted – or fail if they are – is of 

course an important component of effective cyber-deterrence. But the focus here is deterrence 

of those threats that cannot be reliably denied, for which the threat of retaliatory punishment 

is central to deterrence hopes.  

 There is no reason in principle why the use of any new weapon cannot be deterred via 

the threat of retaliation using the same or alternative weapons systems. To be genuinely 

beyond such ‘cross-domain’ deterrence – deterrence reliant on the threat of cost-imposition in 

an operational domain other than that in which the original attack occurred – a new weapon 

would have to possess destructive capability that no other existing weapon could match and 

be available only to one of a pair of enemies. And while the latter may indeed be the case for 

certain cyber weapons, given differential rates of capability development, the former will 

never happen for cyber weapons of any capability, because nuclear weapons can already 

impose essentially unlimited costs.
16

 Richard Clarke’s complaint that cyber deterrence via the 

threat of retaliation lacks credibility because the capabilities of potentially-retaliatory cyber 

weapons are kept secret
17

 – or would be nullified if revealed – thereby omits that cyber 

weapons are only one potential retaliatory option.
18

 

 Of course, nobody is suggesting retaliation against irritant-level cyber disruption 

using, say, thermonuclear genocide – and even if they were, such a posture would struggle for 

credibility, not least because of the humanitarian consequences’ moral/diplomatic costs. The 

point, however, is that the risk of escalation to more serious retaliation – with the counter-

attacker’s own cyber weapons, conventional forces or, ultimately, nuclear weapons – raises 

the potential costs of even low-level attacks. With the advent of nuclear weapons, a plausible 

escalatory pathway exists whereby the costs of attempted coercion can always be made to 

exceed the expected benefits – a variant of what is dubbed ‘escalation dominance’ in 
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deterrence theory.
19

 None of this is to suggest that such cross-domain escalation is 

desirable.
20

 It is precisely because it is so undesirable that the danger of triggering such 

escalation is sufficient to deter potential aggressors, even if both sides are aware that the 

worst-case end-point is unlikely.
21

 This logic underpinned Cold War ‘tripwire’ military 

deployments; U.S., British, and French garrisons positioned in West Berlin, for example, 

could not hold the city against the Red Army, but created an unacceptable risk of escalation 

to general war with NATO’s nuclear powers if Soviet forces attacked.
22

 

 Reflecting the attraction of deterrence by punishment as a buttress to attempted 

denial, its prominence in Western cyber-strategy – led by the United States and United 

Kingdom, the two most capable Western cyber-powers
23

 – has grown in line with capabilities 

and understanding. Neither the US nor UK 2011 cyber defence strategies mentioned 

retaliation once, for example, although both referred to deterrence and dwelt extensively on 

hardening and resilience-building (i.e. denial).
24

 Following Edward Snowden’s revelations of 

Anglo-American capabilities, however, both have become less reticent to publicise their full 

range of options. The 2015 US cyber defence strategy, for instance, stressed that ‘The United 

States must be able to declare or display effective response [i.e. retaliatory] capabilities to 

deter an adversary from initiating an attack,’ while the 2016 UK version similarly has an 

explicit sub-section on offensive capabilities as a component of deterrence.
25

 As part of this, 

the Western allies have also made it increasingly explicit that ‘cross-domain’ retaliation – i.e. 

retaliation against cyberattack using non-cyber capabilities, if the severity of the harm merits 

it – is a component of their thinking, in a bid to generate the escalation equivalence necessary 

to sustain a credible punishment posture.
26

 Most recently, twin US posture innovations that 

follow from the 2018 National Cyber Strategy – the ‘Cyber Deterrence Initiative’ (which 

aims to bolster retaliatory deterrence through collective alliance responses) and the 

‘Persistent Engagement’ doctrine (which strives for a continuous cycle of tracking and 

offensive action against emerging cyber threats) – display yet more emphasis on punishment 

logics.
27

 There are important questions, of course, about whether such growing faith in the 

efficacy of offensive operations – especially of the pre-emptive variety – as a response to 

threatened aggression could itself become a source of escalatory danger, as discussed 

below.
28

 The point at this stage, however, is that just as escalation to the imposition of ever-

greater costs has been an integral component of past deterrent postures, so too it is already an 

important component of major powers’ responses to emerging cyber threats – and unlikely to 

become less so.   
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For effective deterrence via the threat of punishment, however, a potential attacker 

needs to know there is a significant chance of actually being punished. Assessments of this 

likelihood focus on the defender’s capability and resolve: does the victim of an attack have 

the incentives, determination, and wherewithal to retaliate by imposing a sufficient level of 

costs?
29

 Yet embedded in the ‘capability’ half of the equation is a crucial sub-question: can 

the aspiring deterrer target their retaliation in the first place? Absent a ‘return address’, no 

amount of retaliatory firepower will deter if attackers can be confident it will never be 

directed against anything they value.  

This is where cyberattack poses a challenge for deterrence. For as noted, sophisticated 

cyberattacks may prove untraceable, even by the most advanced cyber security agencies.
30

 It 

also seems unlikely that technological innovation will suddenly make all future cyberattacks 

traceable.
31

 The victim of an attack possessing cyber, conventional, and even nuclear forces 

could therefore be irrelevant if they have no idea where to direct such firepower: a potential 

attacker could expect to act with impunity, resulting in deterrence failure.
32

 

It is beyond the scope of this article to contribute to technical debate over the 

attribution of cyberattack. Nonetheless, via techniques of internet protocol (IP) address 

masking, routing attacks via numerous connected computers (‘bots’) that have – wittingly or 

otherwise – been turned into a cross-border network, initiating an attack from a cybercafé or 

public library, hacking and utilizing some unsuspecting individual’s internet-connected 

mobile phone, and so forth, cyberattackers may be able to conduct aggression against 

internet-connected targets without significant risk of their location or affiliation being 

revealed.
33

 Furthermore, even if the computer used to initiate an attack can be an identified, it 

is a greater challenge still to prove who was sitting at it, or on whose orders they acted.
34

 The 

ongoing state-versus-private arms-race in encryption technology adds to this difficulty.
35

 

Hacking non-internet-connected (‘air-gapped’) ICT systems is more challenging – often 

requiring a ‘real-world’ intelligence operation to gain physical access to a server, say – but 

that too can be achieved, given sufficient capabilities, with the potential to avoid attacker 

identification.
36

  

 In short, cyberattacks may appear immune to the retaliatory deterrence pathway 

described previously. This article now demonstrates, however, that cyberattacks are not 

actually as anonymous as their technical characteristics imply, and so do not enjoy the 

immunity from targeted retaliation that is often feared. 
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Identities versus Interests: Punishment and the Coercive Revelation of Preferences 

Key research in cyber deterrence and coercion is united around the pivotal importance of 

attribution. For Thomas Rid and Ben Buchanan, ‘Attribution is fundamental: almost any 

response to a specific offence – law enforcement, diplomatic, or military – requires 

identifying the offender first’.
37

 Erica Borghard and Shawn Lonergan similarly contend that 

‘coercion in cyberspace requires attribution to be effective’, while Martin Libicki reasons that 

coercion must be visibly associated with the coercer to operate, the logic being that the 

coercer must identify themselves if they are to cause the behavioural change they desire.
38

 In 

this they are aligned with seminal early unpackings of the role of punishment in deterrence, 

which simply treated the existence of an identified enemy against which retaliation could be 

directed as a baseline assumption.
39

 

 Those early renderings lack precision, however – and in doing so, they obscure a 

crucial distinction in the logic of punishment, with substantial implications for the cyber-

deterrence debate. Retaliatory punishment is about imposing costs on interests – political, 

economic, and social ‘goods’ that the target-actor values, be they publics, cities, forces, 

wealth, status, or anything else from which decision-makers derive utility. The specific 

identity of the attacker, by contrast, is not actually an interest – it is a mere assignation, with 

no necessary political content. Of course, many of the very highest interests are exclusively 

associated with a particular state identity; the ‘mere assignation’ comes with a bundle of 

ascribed political content, tied to the interests with which it is synonymous. So, if one wishes 

to achieve deterrence by threatening some package of political, economic, and social ‘goods’ 

that are located in a particular territory, identifying the owner of that territory becomes 

central to the pursuit of deterrence. This explains why the elision of interests and identities 

was largely unproblematic in the deterrence literature of Cold War bipolarity – for most 

practical purposes, the interests that each aspiring deterrer sought to hold at risk were 

synonymous with an exclusive identified adversary. Put simply, the continued existence of 

the people/communities/industries/conurbations/ideologies/etc that constituted the United 

States and Soviet Union were the unique and pre-eminent interests of two specifically 

identifiable actors named ‘United States’ and ‘Soviet Union’. 

 The elision of interests with the identities of those who may hold them has been a 

recurrent source of analytical missteps in the debate over the deterrence of cyberattack, 

however. Rid and Buchanan are correct to argue that ‘attribution is fundamental’, on one 

level – but this does not by itself tell us what is being attributed (i.e. interests, identities, or 

both). Many interests are indeed unique to a specific holder – but many others are not. 
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Indeed, for that very reason, Borghard and Lonergan’s contention that ‘coercion in 

cyberspace requires attribution to be effective’ is circumspect. For if we understand cyber-

coercion broadly as cost-imposition in the pursuit of behavioural change using cyber 

capabilities, rather than solely explicit threat-issuance – as discussed earlier – then there are 

plenty of conceivable coercive cyber-activities that serve the interests of multiple actors, 

without any one culpable actor identifying themselves.  

 The crucial point for the feasibility of deterrence based on the threat of retaliatory 

punishment is that one does not need attribution of a specific attacker identity, provided that 

one can attribute relevant interests. If an aspiring deterrer can identify some aggressor ‘good’ 

on which unacceptable costs can be imposed – along with possessing both the capability and 

resolve to actually impose such costs, in the potential aggressor’s estimation, as with all 

deterrence calculations – then there is no reason why deterrence via the threat of retaliatory 

punishment cannot hold, even in the absence of specific-attacker identification. Deterrence by 

punishment has always been about threatening to harm aggressors’ interests rather than their 

identities per se, in cyberspace and everywhere else; it simply happens that identifying a sole 

holder of certain interests makes that task easier in many circumstances. So if the anonymity 

of cyberspace makes it undeniably hard to reliably attribute specific attackers – 

technical/forensic attribution may be possible, but sometimes will not – what prospects does 

it offer for the identification of threatenable interests? 

 Just as war is an extension of politics by violent means,
40

 so too deterrence – the 

threat of imposing unacceptable costs on an aggressor by causing their failure in war (denial) 

or via retaliatory war (punishment) – is necessarily a political act.
41

 In deterring attack, a state 

(or non-state group) promotes intrinsically political interests: the continuing peaceful and 

prosperous existence of a human community, its social preferences and values, and the 

political entity they have created and inhabit. The flip-side of deterrence is coercion: using 

force or the threat of force to impose costs on an opponent, thereby causing them to change 

their behaviour so that it aligns with the coercer’s political, social, and economic 

preferences.
42

 Coercion too, as that which deterrence seeks to oppose, is a necessarily 

political act. Indeed, the deterrence/coercion distinction is definitionally semantic: coercion 

amounts to using/threatening force to deter an opponent from continuing their present course 

of action, just as deterrence consists of using/threatening force to counter-coerce an opponent 

away from their intended coercion.
43

 Cyberattack, meanwhile, is a form of coercion – at least 

where it seeks to change behaviour, as discussed above.  
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The implication is that cyber-coercion is necessarily defined by the promotion of 

(intrinsically political) interests. And it is this that solves cyberattack’s interest-attribution 

problem, even where specific attacker identity remains obscured. For in order to advance a 

set of political interests via coercion, a coercer must necessarily identify what those interests 

are. To coerce without revealing desired behavioural change is contradictory. Yet in 

identifying the desired change in behaviour, a coercer also necessarily identifies some set of 

interests that it values. Wholly concealing such interests would involve concealing the 

desired change in behaviour, thus failing to produce coercive effect. Attempted coercion 

thereby serves as a preference revelation mechanism, whereby an attacker’s interests are 

exposed by the preferred change in behaviour that is sought. The specific meaning of 

attempted coercive signals can be ambiguous, misinterpreted, unintentionally (de-)escalatory, 

or even missed altogether, moreover, which is one reason why cyber-coercion will remain 

difficult to use successfully.
44

 But in cases where an aspiring coercer has escalated to 

unmissable cost-imposition – that is, coercion has actually taken place, in terms of generated 

effect – then a set of associated interests must necessarily be identifiable (even if not easily 

identified, as discussed below). 

 Such preference revelation may make the identity of a cyber-coercer clear, even if the 

cyberattack itself cannot be traced via technical means.
45

 If the interests that the cyber 

coercion seeks to advance align solely with the unique identifiable interests of a particular 

state/group, then that actor will have identified itself. Similarly, if a cyber aggressor exploits 

its successful attack via non-cyber means – say, conventional military action whilst an 

opponent’s command/control systems have been taken temporarily offline by a cyberattack
46

 

– this too may reveal the attacker’s identity. Yet even where a specific attacker is not 

identifiable via these revealed preferences, such preference-revelation is still useful for 

deterrence: while there may be a dozen potential culprits behind a given cyberattack, the very 

thing that makes them hard to distinguish – their similar interests – is also the thing that 

unifies them. Thus, while the precise identity of an attacker may remain unclear, this does not 

preclude an effective countervalue deterrent posture. The interests the coercion sought to 

advance can necessarily be identified as something the attacker – whoever it was – values, 

and held at risk via the threat of retaliation.
47

 

 The single most high-profile cyberattack to date represents a key example of interest-

attribution in the absence of specific-attacker identification. Iran did not need state-of-the-art 

cyber forensics to have a good idea that the Stuxnet attack on its nuclear facilities uncovered 

in 2010 was launched by Israel, the United States, or conceivably one of those two states’ 
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allies. While more than one technically-capable actor had an interest in retarding Iran’s 

nuclear program, making it impossible to identify the specific attacker based on desired 

behavioural change alone, there were interests common to all possible attackers – the security 

of the United States’ Middle Eastern allies – that Iran could have held at risk to achieve 

deterrence. Stuxnet was not an attack of explicit coercive signalling, of course; it was covert 

attrition, intended to degrade a capability. Nonetheless, as per the argument above, such 

attrition was then exploited coercively in non-cyber domains – and once discovered (as it was 

always likely to be), the interests of its progenitor(s) were not hard to discern (even as 

specific attacker identity remained opaque). Subsequent interest-punishment was indeed 

attempted by Tehran, moreover, as discussed below; the principal barrier to Iran achieving 

deterrence – as with Syria’s inability to deter reported cyberattack on its air defences in 2007 

– was not the anonymity of the cyberattack, but its military inferiority and associated paucity 

of sufficiently credible retaliatory options. More generally, we may struggle to identify 

whether the cyberattacks on Estonia (2007), Georgia (2008), Finland (2013), and Ukraine 

(2014) were conducted by the Russian state itself or pro-Russian ‘non-state’ actors with 

curiously state-like capabilities. Regardless of the precise attributability of the Kremlin, 

however, the interests at stake were clear. Deterrence failed for various reasons in these 

cases, but a lack of punishable revealed preferences was not one of them.  

While such cases are illustrative, however, they also expose the limits of inductive 

case-study analysis and the value of deductive inference on this topic, because the cases’ very 

observability is necessary evidence of deterrence failure – like much deterrence analysis, the 

subject suffers intrinsic selection bias.
48

 The unknown number of cyberattacks contemplated-

but-not-conducted due to the likely costs of potential retaliation are actually the most 

important measure of whether deterring technically-untraceable cyberattacks via the threat of 

retaliation is possible. Yet such cases necessarily remain unobservable. 

 

Caveats and Qualifications 

This argument suggests grounds for optimism about states’ and their citizens’ prospects for 

deterring cyberattacks via both cyber and non-cyber retaliatory means – at least in countries 

powerful enough to threaten meaningful costs. Five broad categories of caveats must be 

added, however, which counsel against wholesale reliance on countervalue deterrent options.  

 First, cyberattacks conducted wholly for the enjoyment of disruption, without 

intention to change behaviour – attacks by individuals/groups who derive utility from hacking 

itself, rather than from its potential coercive payoff – are unlikely to be deterred through the 
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mechanism described above. Since such individuals are not seeking to advance a political 

purpose, they have no identifying cause – and may thus be genuinely anonymous, if their 

activities cannot be technically traced, making them impossible to retaliate against. The same 

may be true of those who hack solely to bring private information to public attention 

(although even this is a form of political interest that could, hypothetically, be held at risk).
49

 

And the same may also be true of those who hack solely for financial enrichment, absent any 

higher coercive purpose. Such attacks fall beyond the purview of the deterrent posture 

described here – although, fortunately, such hackers are less likely to possess the wherewithal 

to carry-out the mass-destructive/mass-casualty cyberattacks that states or well-funded non-

state groups could attempt.
50

  

 Second, deterrence by denial (hardening ICT systems) may have superior 

humanitarian consequences to deterrence by punishment, and thus suffer fewer credibility 

gaps. That punishment is feasible does not preclude denial being the first-choice option. For 

deterrence by countervalue punishment relies on having both the capability and resolve to 

harm that which an attempted coercer values. And such interests are likely to include civilian 

populations and their economies/societies – as well as various less ‘worthy’ causes – the 

targeting of which may be morally questionable.  

Such concerns are not ‘just’ an ethical problem. Because of the moral and associated 

international public-opinion considerations involved, a potential cyber aggressor might assess 

that their target would be unwilling to impose the humanitarian costs associated with 

countervalue retaliation.
51

 The aspiring deterrer’s retaliatory threats may thus not be credible, 

and potential aggressors undeterred. Deterrence by denial is therefore still likely to be a 

preferable first-choice: it avoids the potential humanitarian consequences of a countervalue 

retaliatory strike, and correspondingly avoids the risk of deterrence failure through non-

credible threats.
52

 That said, deterrence by denial can also fail if perceived as non-credible, in 

which case the threat of punishment may achieve what the threat of denial cannot.
53

 The point 

is simply that deterrence via threat of retaliatory punishment should be viewed as 

complementary to denial, rather than a silver-bullet alternative.  

Though deterrence via the threat of countervalue retaliatory punishment can be 

ethically problematic, furthermore, all contemporary major powers’ strategic postures still 

ultimately rest on it (i.e. the threat of nuclear retaliation). The non-credibility of deterrent 

threats through humanitarian ‘self-deterrence’ is avoided by ensuring a linkage between 

lower levels of violence and an escalatory spiral to higher levels of violence: lower-level 

aggression is deterred by the risk of escalation to unacceptable costs. As such, while the 
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humanitarian consequences of retaliation against a cyberattack would indeed represent 

disproportionate overkill if an attacked major power used all its retaliatory wherewithal 

straight away, such victims can instead choose initially to only use a proportionate level of 

retaliation – provided that they have an adequate spectrum of retaliatory options, obviously – 

thereby reducing both humanitarian and credibility problems (especially if initially restrained 

to counterforce actions). Subsequent counter-retaliation may escalate levels of damage, but 

the threat of such escalation would have a powerful chilling effect against ever reaching that 

position – and if conflict did escalate nonetheless, the credibility problem would dwindle 

anyway, since the balance of retaliatory resolve tends to lie with the side with the most to 

lose.
54

  

Relatedly, much malicious cyber activity takes place at the level of ‘irritating 

nuisance’ rather than ‘act-of-war’,
55

 so aspiring deterrers will have to trade-off their desire to 

deter major attacks against their desire to avoid potentially dangerous escalation over minor 

infringements.
56

 Aspiring deterrers thus have to decide the level at which to set their 

retaliation threshold, how to gradate it, and whether to be explicit about its location. A low, 

ambiguous threshold will produce more deterrence, but higher risk of unwanted escalation; a 

high, explicit threshold will reduce the risk of potentially catastrophic escalation, but could 

give free-rein to nuisance attacks below the threshold.
57

 While this is an important practical 

consideration for the real-world implementation of any deterrent posture, however, it does not 

undermine the overall conceptual point. Moreover, it is a problem that can be reduced via the 

possession of a broad spectrum of potential retaliatory options, allowing an appropriately 

measured response.  

Third, a particularly effective cyberattack could undermine its victim’s cross-domain 

capability to retaliate against cyberattack, which would pose a critical challenge to deterrence 

based on the threat of post hoc retaliation.
58

 In a nightmare scenario for an aspiring deterrer, a 

devastating cyberattack might compromise nuclear command/control, removing the ‘top 

rung’ of the escalatory deterrent ladder on which the credibility of the rest depends.
59

 Lower 

down, a cyberattack on the internet-connected logistical systems of an opponent’s forces 

might compromise that opponent’s ability to sustain a large-scale conventional military 

campaign.
60

 Deterrence might then break down, because the only options for the aspiring 

deterrer may be (compromised) cyber/conventional operations – which might not be 

sufficient to convince an aggressor that the costs of their attack would exceed the benefits – 

or escalation straight to nuclear retaliation, which might be so extreme as to lack credibility. 

And in still another variant of this concern, cyber-enabled subversion/disinformation that 
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spread domestic discontent and division in the targeted state might undermine the strategic 

consensus underpinning deterrent posture and thereby remove the resolve necessary for 

deterrent credibility. In short, an attack that reliably undermined its target’s ability to retaliate 

– and in which the potential aggressor knew the effectiveness of its attack in advance – could 

not be deterred via the threat of retaliatory punishment.  

Fortunately, such attacks – including high ex ante certainty over effectiveness – 

would be hard to achieve.
61

 Still, with each side knowing the other’s incentives to 

compromise its command/control systems, and to counter-move on the assumption of such 

vulnerability in themselves and others, this could become a perilous source of crisis 

instability, with escalation taking on its own dangerously self-reinforcing dynamics.
62

 Indeed, 

such concerns highlight an important axis along which the two post-2018 US cyber posture 

innovations outlined earlier must be demarcated. The ‘Cyber Deterrence Initiative’ – 

Washington’s ambition to coordinate retaliation against cyberattack among its allies, thereby 

strengthening the effectiveness of retaliatory action – bolsters second-strike credibility. It 

may suffer all of the usual alliance challenges of free-riding and collective action failure, 

therefore – as well as offering no panacea to cyber-retaliation’s potential ‘collateral damage’ 

problem – but should at least do little to increase Western adversaries’ first-strike pressures. 

‘Persistent Engagement’, however – Washington’s stated intention to offensively pre-empt 

possible hostile cyber-action – could carry quite different implications for crisis instability, 

potentially incentivising US adversaries to strike first rather than risk waiting to be struck 

first themselves (and forcibly disarmed in the process). This does not mean that there can 

never be a sound defensive basis for offensive cyber-action, of course; nonetheless, those 

developing such postures should reflect on the ambiguous net security consequences of the 

counter-incentives that they create.   

Variations of the ‘undeterrability’ caveat apply to attempts to deter two other types of 

cyber ‘attack’: those occurring once conflict is already underway, and those intended solely 

to gather intelligence. The latter are not strictly cyberattacks, since their very purpose is to go 

undiscovered while secretly harvesting data, although they are part of the broader cyber 

dimension of contemporary interstate competition. Key examples include the ‘Titan Rain’ 

and ‘GhostNet’ infiltrations attributed to China (although these examples can only be 

observed because they were discovered, and therefore are no longer effective – any active 

cases necessarily remain undiscovered).
63

 Cyber data theft for private profit – by both 

criminal groups/individuals, and by governments (or state-sanctioned privateers) to enhance 

the competitive position of favoured corporations (such as in the 2014 U.S. lawsuit against 
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China)
64

 and/or the overall national economy – may also fall in this category. Something 

reliant on going undiscovered cannot be used as a coercive lever. However, the information 

gathered could be valuable to some other method of coercion, thus the distinction between 

espionage and coercion in cyberspace is not clear-cut.  

Consider cyber-theft of U.S. F-35 aircraft technical data incorporated into China’s 

own aircraft and radar designs – systems subsequently deployed to counter U.S. forces, 

thereby revealing a set of deterrable coercive preferences.
65

 As long as cyber-spying goes 

unrevealed as coercive behaviour, its progenitors may not be identifiable (and subsequently 

deterrable). But once the information is used, the coercive purpose is exposed.
66

 Such 

espionage-enabled coercion may not always be as readily observable as in the high-profile F-

35 case. Data theft from the likes of General Dynamics or Rolls-Royce could enable Beijing 

to build quieter and thus more survivable nuclear submarines, say, thereby expanding 

Chinese coercive options – a more secure nuclear retaliatory arsenal would expand Beijing’s 

scope for confrontational behaviour in other domains/theatres – but without an ‘obvious’ F-

35-esque Western copy revealing that cyber-spying had taken place. Nonetheless, a sudden 

step-change in Chinese submarine reactor silencing, especially one that betrayed Western 

design characteristics, would indicate what had happened – yet if Beijing chose to forego 

such a step-change, to conceal its data-theft, it would also forego the very advantage it had 

sought. If the targeted company detected a system breach, moreover – and few hackers could 

be wholly confident of avoiding some trace of detection – then the combination of detected-

breach-plus-capability-improvement would be even clearer.  

The former, meanwhile – cyberattacks conducted as part of open hostilities – may be 

uninterested in concealing their provenance; their purpose is to degrade opposition 

capabilities in pursuit of victory.
67

 Such attacks do not suffer the anonymity problem, since 

the aggressor’s identity is obvious.
68

 Yet since kinetic conflict is already underway, there has 

already necessarily been at least a partial deterrence failure. Both sides may still refrain from 

escalatory cyberattacks through desire to keep conflict limited.
69

 But there is also a chance 

that they will not, since they are already engaged in hostilities and experiencing ‘retaliation’ 

anyway.  

Fourth, relying on deterrence that identifies targets for retaliation via technically-

anonymous aggressors’ coercive goals risks devious third-parties tricking their enemies into 

mutual conflict by ‘framing’ them: so-called ‘false-flag’ operations.
70

 If Russia decided that 

its strategic interests would be served by China and the United States weakening each other 

militarily, for example, it might conduct a technically-anonymous cyberattack on U.S. forces 
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in Asia that seemingly benefitted China – or even one with ostensibly ‘Chinese’ technical 

characteristics – leading Washington to believe Beijing was opening hostilities against its 

regional interests. This could provoke swift U.S. retaliation, and equally swift Chinese 

escalatory re-retaliation, through each side’s fear of losing first-move advantages.
71

 

Moreover, even without successful ‘framing’ of an innocent party as the target for 

misdirected retaliation, the utilisation of ‘false-flags’ may sew doubt and subsequently 

preclude effective retaliation, thereby undermining the credibility of punishment threats. 

This problem is more context-specific than insurmountable, however. Between two 

parties with a less offence-dominant strategic relationship than the contemporary U.S.-

Chinese situation is often taken to be
72

 – and even that is contestable on the cyber front
73

 – a 

lack of first-move advantages could allow scope for diplomatic consultation over the origin 

of the attack.
74

 If the ‘framed’ aggressor repudiated the coercive goals that appeared to point 

in its direction – if it consciously eschewed the potential benefits of the apparent coercion – 

that would serve as a costly signal that it was not to blame.
75

 The third-party attempting such 

framing would then itself be in a perilous situation: if its own subversive agenda is identified 

as the next-most-likely payoff of the attack, the two parties it had attempted to trick into 

conflict could retaliate in concert. This is also – as with anonymity/attribution – not a 

problem unique to cyber, and has been surmounted in other strategic domains.
76

 As such, 

while a potential problem for deterrence, the threat of third-party ‘framing’ is not a risk-free 

option for a potential ‘framer’, and can be minimized if potential adversaries pursue deterrent 

postures that minimize first-move advantages (as has already been achieved at the ‘top rung’ 

of the escalatory ladder, via the major powers’ survivable nuclear arsenals, albeit less so at 

the lower-level intersection of cyber and conventional conflict).  

A similar critique and response applies to the possibility of ‘normal’ cyber accidents –

things simply going wrong with ever-more-complex ICT systems, without any intentional 

malicious action, thanks to inadvertent failures in their design, manufacture, or upkeep – 

being falsely construed as attacks.
77

 This poses a challenge to deterrence, since it might lead 

to either insufficient retaliation (if an attack was mistaken for an accident) or mis-retaliation 

(if an accident was mistaken for an attack). Again, however, identifying the coercive interests 

at stake can help to mitigate the accident-or-attack problem. The repudiation of the coercive 

benefits of an accident could serve as a costly signal of blamelessness. A lack of repudiation 

of such gains, by contrast, would signal that it should be treated as a coercive attack and the 

associated interests held at risk, even if the attacker’s identity remains unclear.   
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Finally, following from the caveat on false-flags and accidents, recognizing that cyber 

coercion will always seek to advance some set of interests does not mean that discerning such 

interests will be easy. On the contrary, for the same reasons that aggressors may avail 

themselves of the anonymity potential of cyberspace – to reap the benefits without bearing 

the retaliatory consequences – they may seek to conceal the interests being advanced. In the 

context of Stuxnet, for example, had that attack actually emanated from Saudi Arabia (say), it 

would not be wrong to say that Iran had been attacked by ‘America’s Middle Eastern allies’ 

(to use this article’s earlier phraseology). If Tehran chose to misguidedly punish Israel 

specifically, however, that might be a perfectly satisfactory outcome for Riyadh. In short, 

there could be more than one set of interests – united by a certain interest (opposition to an 

Iranian nuclear capability), but not identical in other respects – being advanced by the same 

attack. 

This, then, is another area where the ideal-type distinction between coercion and 

espionage in cyberspace becomes hard to sustain. Coercers will often want to be correctly 

attributed, to maximize the clarity of intended signals.
78

 But many potential cyberattackers 

will prefer to achieve their strategic goals via ‘cyber covert action’ rather than overt cyber 

coercion – just as states have often opted for ‘conventional’ covert action in their quest for 

deniability – to gain benefits without possible retaliatory costs.
79

 They would still be pursuing 

some strategic ends via cyber coercion, but hoping to hide their true purpose among many 

diffuse, overlapping, seemingly contradictory possible outcomes of a given cyberattack, such 

that the target of the attack would find it hard to identify the interests actually being advanced 

among all the ‘noise’. Accordingly, those seeking to hold the relevant interests at risk to 

generate deterrence may have to look at seemingly indirect consequences, apparently 

removed from the initial cyberattack, to identify the set of interests being advanced.  

Crucially, however, whereas the identity of an attacker may be erased such that even 

state-of-the art cyber forensic work cannot discern it, the interests being advanced can only 

ever be obscured (just as with ‘conventional’ covert action), otherwise they would have to not 

be advanced at all. Moreover, with enough relative power and resolve, there is no reason in 

principle why the target of such an attack could not hold all of the interests seemingly being 

advanced at risk – and the more severe the suffered attack, the easier it is to make expansive 

retaliatory threats credible
80

 – removing the problem of having to choose which was the ‘real’ 

set.
81

 Indeed, to the extent that Iran retaliated against Israel (via its Hezbullah and Hamas 

proxies), America (via the 2012 US financial hack), and Saudi Arabia (via the 2012 Saudi 

Aramco cyberattack), this appears to be the route that Tehran chose following Stuxnet. Such 
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an approach can be counterproductive, of course, particularly if/when the interests advanced 

were seemingly contradictory and given the potential downsides to retaliating against the 

wrong opponent (opprobrium-inducing injustice and enmity-creating blowback). 

Nonetheless, this is not a problem in principle with the notion of retaliating against all 

identifiable interests; it is simply a contingent and case-specific possibility to be weighed in a 

given scenario, with ambiguous net ramifications. Lindsay, for example, notes that punishing 

many for the crimes of a few can be ‘unpopular’, ‘illegitimate’, and ‘counterproductively 

embolden[ing]’ of opponents.
82

 This does not, however, mean it must yield a net negative 

strategic outcome: with high enough stakes and enough relative power, illegitimacy, 

unpopularity, and the creation of new enemies may be prices worth paying to ensure the 

underlying culprits suffer punishing costs as part of ensuing retaliation – as per parallels in 

counterterrorism and counterinsurgency.
83

 

More practically, therefore, while many sets of interests may seemingly be advanced 

as part of the attacker’s attempts to conceal their true purpose, the sets of interests being 

advanced the most by an attack should be loosely rank-orderable
84

 – or at least, not obviously 

not so to a potential aggressor weighing costs/benefits ex ante. Furthermore, if the potential 

beneficiaries of the interests ranked as being advanced the most by an attack refused to 

repudiate the coercive gains, this would be a costly signal that those were the interests being 

advanced and that should therefore be retaliated against. If such gains were repudiated, by 

contrast, that would be a costly signal that the previously first-most-likely-seeming set of 

interests were not the ones being advanced, and the party seeking deterrence could progress 

to holding the second-most-likely set of interests at risk – and so forth. Thus, while the 

coercive interests at stake may not always be simple to identify, this does not mean that they 

are not always identifiable – a significant improvement over attacker identity, which may 

indeed not be identifiable at all.  

 

Conclusion 

The technical anonymity of cyberattack is commonly cited as the principal barrier to the 

deterrence of such attacks: absent a ‘return address’, how could a victim know where to target 

its retaliation? Consequently, approaches to security against such attacks have focused on 

hardening ICT networks: that is, deterrence/defeat by denial. Such hardening and resilience-

building remains worthwhile, moreover, because the threat of retaliation against cyberattack 

is not a deterrent panacea; problems of humanitarian consequences, military/technical 

vulnerability, and possible deception all challenge the credibility of retaliatory threats. More 
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resilient systems should also strengthen crisis stability by lowering the escalatory pressures 

associated with decisive first-move advantage. 

Nonetheless, the technical anonymity of cyberattack is not the fundamental obstacle 

to deterrence via the threat of punishment that it is often supposed to be, for attacker identity 

and attacker interests – while often conflated – are not the same thing. On the contrary, 

because cyberattack is predominantly a coercive act intended to advance political goals, the 

aggressor’s interests can be identified via the attempted coercion – certain caveats 

notwithstanding – and thus held at risk by an aspiring deterrer with sufficient resolve and 

capability. Attempted coercion is itself a preference-revelation mechanism, in short, and 

those revealed preferences can be retaliated against even when the coercer themselves 

escapes attribution.  

This approach is not without peril; retaliating against ‘innocent’ states and/or civilians 

carries normative costs and blowback risks, while cross-domain escalation may become 

dangerously unstable, especially if policymakers acquire false confidence in the efficacy of 

offensive cyber operations. Nonetheless, as the damage and lethality potential of future 

cyberattack rises in line with the sophistication of cyber weapons, governments and the 

populations they seek to protect may draw comfort from the fact that deterrence via the threat 

of retaliatory punishment – which, for all of its ethical questions, remains the final backstop 

of major powers’ strategic postures – holds some of the same promise against cyber threats 

that it has against the nuclear and conventional threats of the present and recent past.   
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