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Abstract

Politicians have strong incentives to use their communication to positively impress

and persuade voters. Yet, one important question that persists within the fields

of political science, communication, and psychology is whether appearance or sub-

stance matters more during political campaigns. To a large extent, this appearance

vs. substance question remains open and, crucially, the notion that appearance

can in fact effectively sway voter perceptions is consequential for the health of

democracy. This study leverages advances from the fields of machine learning and

computer vision to expand our knowledge on how nonverbal elements of political

communication influence voters immediate impressions of political actors. We rely

on video from the 4th Republican Party presidential debate held on 10 November

2016, as well as continuous response approval data from a live focus group (n=311;

36,528 reactions), to determine how the emotional displays of political candidates

influence voter impression formation. Our results suggest that anger displays can

positively influence viewers’ real-time evaluations. Happiness displays, on the other
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hand, are much less effective in eliciting a response from the viewing public, while

fear displays were extremely rarely projected by the candidates of the debate under

study.

Keywords: political communication, nonverbal communication, machine learn-

ing, computer vision

1 Introduction

Televised debates have become widely anticipated political campaign events, not

only in modern American politics (Friedenberg 1997), but also in most Western

democracies (Coleman 2000). In the US context, Presidential debates reach large

audiences. For instance, the first debate between Donald Trump and Hillary Clin-

ton in 2016 was watched by a record 84 million viewers, while the average audience

size of US Presidential debates over the 1960-2016 period was over 66 million. The

highly contentious nature of the debate allows for a direct comparison of candidate

positions and, importantly, images. In effect, the televised debate serves as the ul-

timate job interview for the voter. Debates also seem to matter in non-trivial ways:

(1) debates help voters learn about candidate policy positions (political knowledge);

(2) debates influence how voters form their impressions of a candidate’s personal-

ity, character, and competence; (3) debates affect vote choice (Lanoue and Schrott

1989, Hellweg et al. 1992, Zhu et al. 1994, Benoit et al. 2003).

Importantly, debates provide voters with the opportunity to observe candidates

“up close.” Candidates, of course, attempt to employ effective rhetorical strategies

to consolidate their bases of support and to even persuade undecided voters to join

their side. From another perspective, though, viewers of debates are also exposed

to a deluge of nonverbal signals which are conveyed by the political candidates. A

steady stream of smiles, winks, nods, frowns, and hand movements, among other

displays, flood the television screens of the viewing public during these events.

Do these nonverbal signals impact whether voters express support for a can-

didate? A growing multidisciplinary literature from the fields of political science,

psychology, and communications seeks to shed light on the extent to which appear-
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ance plays a role in how voters form their impressions of candidates. Theoretical

and empirical scholarship suggests that nonverbal signals may have more of an

impact than one might think. One popular example of this tension between sub-

stance and appearance is the oft-cited differing perceptions reported by American

voters in 1960 on who won the first televised debate between John F. Kennedy and

Richard Nixon. Survey data from that era suggest that those who listened to the

debate on the radio thought that Nixon had won, while viewers of the televised

debate favored Kennedy (Kraus 1996). While a number of studies since that era

have cast doubt on this contrast to the point of classifying it as a “myth” (Bruschke

and Divine 2017, Vancil and Pendell 1987), an experiment that used content from

the Kennedy-Nixon debate found that subjects who watched the debate selected

the winner based on perceptions of candidate personality, while those who only lis-

tened to the debate evaluated the winner based on both the discussed issues as well

as personality (Druckman 2003). This suggests that the medium of consumption

(visual versus audio) may have differential effects on how the audience forms its

impressions of political candidates.

This study asks to what extent nonverbal signals from a given candidate during

a televised debate might influence how voters form their level of support for the

candidate. Here we follow a long line of research, rooted in ethology (Chance 1976,

De Waal and Waal 2007, Van Hooff 1967) and social psychology (Lanzetta and

Orr 1980, Bush et al. 1989), and extended to political psychology (Masters et al.

1986, Lanzetta et al. 1985, Sullivan and Masters 1988, Bucy and Grabe 2008, Bucy

and Gong 2018), which studies how facial displays made by political elites—e.g.,

competitive displays which convey anger or affiliative facial expressions that signal

happiness—influence the emotions, attitudes and preferences of voters.

While there is considerable interest in this area across many disciplines, existing

studies on the effect of nonverbal political communication face methodological bar-

riers that limit a comprehensive examination of the effect of candidate appearance

on voter opinions and behaviors. Extant literature has relied on manual methods to

record the various facial, gestural, and vocal displays conveyed by candidates dur-

ing debates. This is an arduous and painstaking task whose cost in terms of time
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and resources can reach prohibitive levels at large scales. For this reason, studies

that have sought to gather empirical data from televised debates, while valuable,

have had to limit the scope of the analysis. This limitation has constrained our

ability to make externally valid inferences. We seek to push the literature further

in this space by relying on computational methods to help overcome major mea-

surement challenges in the field. Our study, therefore, joins a recently developed

and growing movement in political science which seeks to study “images as data”

(Anastasopoulos et al. 2016, Torres 2018, Cantú 2019, Casas and Williams 2019,

Zhang and Pan 2019; see Joo and Steinert-Threlkeld 2018 for a review) and, in

particular, the computational study of political candidate facial expressions (Joo

et al. 2019).

Another important area of research that has been understudied (see Bucy and

Gong 2018) is how voters react to nonverbal displays of debate participants in real

time. A number of studies have tracked how voters respond to candidates in real

time in terms of agreement or disagreement with rhetoric (see Jarman 2005, Reine-

mann and Maurer 2005, Schill and Kirk 2014, Boydstun et al. 2014, Hughes and

Bucy 2016, also see Schill et al. 2016 for an overview of real-time political communi-

cation research). Continuous response measurements of voter reactions to televised

debates have also been used by media organizations when broadcasting debates

(Kirk and Schill 2014). However, the integration of these real-time responses with

nonverbal communication signals of US politicians is still in its infancy. Bucy and

Gong (2018) investigates how voters react instantaneously to a selection of char-

acter and issue attack video clips from the third presidential debate of the 2016

general election. Again, while valuable, this study bases its inferences on a short

temporal period because of the high cost of content analyzing nonverbal displays

at the frame level of analysis for an entire debate.

Thus, our study contributes to the political nonverbal communication literature

by applying computational methods to study the extent to which political candi-

dates’ nonverbal facial displays influence how voters construct and maintain their

impressions of these candidates in real-time. By way of organization, Section 2 pro-

vides an overview of the theoretical foundations of the relationship between facial

4



displays and impression formation of leaders, while also specifying our theoretical

expectations. This is followed by a brief discussion in Section 3 of the particular

campaign debate under study. Section 4 describes the data and statistical methods

used to test our hypotheses. The results of these statistical tests are outlined in

Section 5 and are followed by concluding remarks in Section 6.

2 Candidate facial displays and voter support

Can voter support really be influenced by the physical appearance of a candidate?

The theoretical starting point in answering this question is an appreciation for the

wealth of information contained within nonverbal signals. Nonverbal communica-

tion is ubiquitous in human communication. On a daily basis, we are faced with

a deluge of direct and indirect nonverbal signals when interacting with others, be

it a nod, a wink, a smile, a frown, breaking of eye contact, and so on. Stud-

ies have shown how upwards of two-thirds of all meaning in human interactions

comes from nonverbal signals (Birdwhistell 1955, Burgoon et al. 2011). Seminal

research from the field of psychology has emphasized the relative importance of

nonverbal signals over verbal cues (e.g., Mehrabian and Wiener 1967, Argyle et al.

1970; 1971). Nonverbal communication can be understood as a fundamental form

of human interaction, given that it likely predates verbal modes of communication

within the species (McNeil 1970). The interpretation of nonverbal signals, such as

facial expressions, is innate in humans and does not require any level of literacy or

education—that is, nonverbal communication is accessible to all viewers, regardless

of socioeconomic background or political sophistication (Messaris and Abraham

2001, Bucy and Stewart 2018 p. 4). Darwin (1872) describes how human facial ex-

pressions serve an evolutionary function as signals to be used for social behavioral

coordination (Masters et al. 1986). Modern empirical research supports the notion

that receivers use the emotive signal derived from a sender’s facial expression to

infer intention and trait characteristics of the sender (e.g., Camras 1980, McArthur

and Baron 1983, Montepare and Dobish 2003, Todorov et al. 2008).

Translating this to the political world, voters use these accessible nonverbal sig-
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nals as heuristics, or cognitive shortcuts, when forming their impressions of politi-

cal candidates. In general, voters operate with relatively sparse information when

forming their judgments of leaders (Carpini and Keeter 1996). In turn, people

tend to rely on heuristics when making decisions with low information (Tversky

and Kahneman 1974). Quick inferences of candidate traits based on visual cues

conforms with the “dual-process” model of social cognition and decision-making

(Kahneman 2003; 2011, Chaiken and Trope 1999), whereby initial judgments of

people follow a “System 1” process that influences down-stream impression forma-

tion as a political campaign matures and more information about a candidate is

gathered (see Todorov et al. 2005 p. 1623). Voters, in other words, can become

“anchored” to initial impressions of candidates that are derived from nonverbal

visual cues. Nonverbal signals conveyed by political candidates, therefore, can be

interpreted as important heuristics for viewers of political debates when consider-

ing whom to support (Bucy and Newhagen 1999). As Masters (1989) puts it with

respect to facial nonverbal signals, “since the capacity to decode and respond to

facial displays is functionally necessary for normal social behavior, it should not

be surprising that the facial displays of political leaders can influence observers’

emotions and attitudes.” (46)

There are two main strands of research on how nonverbal facial signals of can-

didates may influence voter support. The first area of research focuses on the static

morphological features of candidates (Todorov et al. 2005, Olivola and Todorov

2010, Todorov et al. 2015). Researchers in this area investigate how structural

facial attributes of candidates (e.g. attractiveness, dominance, and perceived trust-

worthiness) can serve as voting heuristics. Experimental studies have demonstrated

that voters employ these visual heuristics to evaluate and select leaders (Efrain and

Patterson 1974, Budesheim and DePaola 1994, Little et al. 2007; 2012, Antonakis

and Eubanks 2017). Whether a voter is politically informed also seems to be a weak

defense against these cognitive effects. Facial attractiveness, for instance, has been

found to have a positive effect on how low-information voters form their impressions

of candidates in general US elections; but this effect also persists among both low-

and high-information voters in primary elections (Ahler et al. 2017). It has also
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been shown that voters are able to construct very rapid judgments (¡ 1 second) of

candidate traits (e.g., competence) solely based on the image of the candidate and

that these inferences predict actual electoral outcomes (Todorov et al. 2005, Olivola

and Todorov 2010, Todorov et al. 2015). Research has even shown how children are

able to successfully predict the outcome of elections from evaluations of candidate

images (Antonakis and Dalgas 2009).

Our study is situated in the second strand of research which is concerned with

the fluid and rapid facial signals of political actors and how voters react to this

information. While speaking, individuals produce quick changes in muscle move-

ments in the face which lead to the formation of a variety of facial displays that

express information of emotional state and behavioral intent (Schmidt and Cohn

2001, Cohn and Ekman 2005, Stewart et al. 2011). These signals are then processed

by the recipient (voter) and are used to help form an impression of the leadership

attributes of the sender (candidate).

Researchers from the field of human ethology have documented evidence of an

innate human repertoire of social behavior. The human smile, for example, seems

to be an ingrained facial expression given that it can be observed in infants—even

blind children who could not have learned it from viewing others (Hass 1970). This

innate social behavioral repertoire, much like many aspects of life, also applies to

leadership contests for social dominance. Facial displays of emotion are understood

as “ritualized signals” that play an important role in contestation and maintenance

of dominance relationships (Eibl-Eibesfeldt 1979). In their efforts to gain followers,

prospective leaders must mold their nonverbal communicative strategies in such a

way as to conform with two conflicting expectations held by prospective supporters.

First, the leader must credibly signal an ability to dominate others, and thus show

how he or she is able to neutralize external as well as internal threats to the group

(Somit and Peterson 1997). At the same time, however, the candidate must also

demonstrate an ability to affiliate with in-group members. That is, humans have

an innate aversion to leaders who would exert extreme levels of control over the

group (Boehm 1999, Stewart et al. 2011 p. 168).

To gain support, therefore, leaders must be able to signal their ability to both
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dominate and affiliate. When communicating with potential supporters, candidates

tend to display signals which correspond to three functional categories of behavior:

(1) anger, threat, or aggression; (2) fear, evasiveness, or flight; and (3) happiness,

affiliation, and social reassurance (Masters 1989, Salter 1995, Stewart et al. 2011).

These behavioral categories, which are seen in both humans and nonhuman pri-

mates, relate to what are commonly referred to as either agonistic (competitive)

or hedonic (affiliative) behaviors (Chance 1976). Further, these categories, which

help determine the establishment and maintenance of dominance hierarchies, in

turn, can be mapped onto a subset of basic facial expressions of emotion (see Ek-

man and Friesen 2003). Namely, agonistic emotions are understood as occurring

in “anger/threat” and “fear/evasion” displays, while “happiness/reassurance” dis-

plays correspond to hedonic emotions (Lanzetta et al. 1985, Stewart et al. 2011).

These composite terms convey the dual signals being broadcast at any given mo-

ment by a speaker. That is, an emotional signal is being expressed via an “expres-

sion” and also a social signal is conveyed through a “display,” although we can not

determine true intent of expression but can only observe the emotive display as

such (Way and Masters 1996, Bucy and Grabe 2008).

The meaning and optimal usage of these facial displays of emotion depends

on the social context in which they arise and the relative hierarchical position of

the sender at the time of communication (see Masters et al. 1987a, Masters 1989).

A happiness/reassurance display can convey dominance as well as submission, de-

pending on the context in which it is presented. That is, it can be used to reassure a

person lower in the social hierarchy that a punishment is not likely, thus increasing

group cohesion and increasing the sender’s dominant position in the group (Stewart

et al. 2011). Likewise, it can be perceived as sign of weakness if it is displayed in

a competitive environment between rivals for the dominant position. A political

candidate who is taking part in an interview with a neutral participant, such as a

journalist, will be more inclined to display a happiness/reassurance display rather

than an anger/threat facial expression (Masters et al. 1987a). However, in a com-

petitive context, i.e. political speeches and debates, an anger/threat expression is

more likely to present itself given that it is more effective in forming a closer bond
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between leaders and followers (Lorenz 1966, Lanzetta et al. 1985, Masters et al.

1987a). Though, anger/threat expressions are also negatively associated with per-

ceived trustworthiness (Richell et al. 2005). The competitive context of a political

debate, in other words, reduces the risk that a potential follower will misinterpret

the anger/threat display as a sign of insecurity or hostility (Masters et al. 1987a),

but it may impact how a follower trusts the candidate. Therefore, given that our

study investigates competitive political speech, in the form of political campaign

debates, we have the following expectations with respect to candidates’ agonistic

facial displays. First, with respect to anger/threat displays:

Hypothesis 1 Anger displays made by a political candidate will increase voter

support for that candidate.

The theoretical and empirical literature, therefore, provides a set of expecta-

tions on how various agonistic candidate facial expressions, conditional on being

presented in a competitive context, might materialize given a candidate’s strate-

gic understanding of how a voter might react when forming an impression. Since

televised political debates can be understood as contests for social dominance, it is

expected that a candidate’s nonverbal communication should convey signals that

conform with the agonistic nature of the environment. Of course, as discussed

above, there should be limits to the effectiveness of signaling an anger/threat dis-

play in a political debate. Candidates in a democratic election, we argue, still need

to express some form of reassurance to supporters in order to maintain group cohe-

sion and to also attract undecided voters who might be wary of an overly assertive

form of communication. For instance, empirical work has shown how leaders who

display a smaller brow-to-eye distance while smiling tend to elicit stronger levels

of support from viewers (Campbell et al. 1999, Trichas and Schyns 2012, Trichas

et al. 2017). This combination of a smile and lowered brows has been characterized

as the “Bill Clinton effect” and has been associated with heightened attributions

of leadership traits by potential followers (see Senior et al. 1999). Therefore, we

argue that happiness/reassurance displays will have a positive effect on how viewers

perceive debate participants:
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Hypothesis 2 Happiness displays made by a political candidate will increase voter

support for that candidate.

The literature is also quite clear in the expectation that fear/evasion displays

are likely to have a consistent negative effect on how a potential leader is perceived

by the viewing public, regardless of context (see Bucy 2016). Unfortunately, as

will be discussed further later on, we were not able to test this hypothesis because

almost no fear/evasion displays were detected in our sample.

3 Case selection

Our study focuses on the fourth Republican primary debate (of 12) which was held

on the night of November 10th, 2015 in Milwaukee, Wisconsin. The debate was

sponsored by Fox Business Channel and the Wall Street Journal and was mod-

erated by Maria Bartiromo, Gerard Baker, and Neil Cavuto. An estimated 13.5

million people viewed this debate.1 The main theme of the debate was the econ-

omy, with discussions ranging from tax policy, international trade, jobs, wages, and

government spending; although, there were a few diversions such as international

politics, the media, and Hillary Clinton. Eight candidates for the Republican pres-

idential nomination took part in the debate: Donald Trump, Ben Carson, Marco

Rubio, Ted Cruz, Jeb Bush, Carly Fiorina, Rand Paul, and John Kasich. To

be eligible, participants were required to have at least an average approval rating

of 2.5% in the four nationally representative polls prior to the debate. Figure 1

shows the RealClearPolitics Republican Presidential nomination poll averages as

of November 9th, 2015.2 Going into the debate, there was no clear front runner

among the candidates. Donald Trump and Ben Carson were essentially tied for first

at around one-fourth approval each, with Marco Rubio trailing behind at roughly

12% approval.

The selection of this particular debate offers a number of advantages for exam-

ining the influence of emotional displays on candidate support. First, we are able

1Kissel, Rick (2015) “GOP Debate Ratings: Fox Business Network Draws Record 13.5 Million View-
ers.” Variety, accessed at https://bit.ly/2KKYJMl

2RealClearPolitics, “2016 Republican Presidential Nomination,” accessed at https://bit.ly/

2iiYMSZ
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Figure 1: Approval rating of candidates prior to the fourth GOP primary debate. This figure displays
the RealClearPolitics average approval rating for the eight debate participants as of the day before the
debate (November 9th, 2015).

to observe reactions of viewers to a large number of candidates who were given

more or less equal amount of speaking time.3 This greatly expands the number

of pairwise comparisons we can make between candidates and viewers. Second,

our sample of candidates has at least some demographic variation, in that we ob-

serve three non-Whites (Ben Carson, Ted Cruz, and Marco Rubio) and one woman

(Carly Fiorina). Third, by focusing on the Republican primary stage, we are able

to control for party identification. By doing so we are making a clear trade-off

between internal validity at the expense of external validity. Yet, this exchange

allows us to normalize as much as possible prior attitudes towards the candidates,

given their shared party identification.

3Speaking time was as follows, in descending order: Ted Cruz (13.6 min), John Kasich (11.9 min),
Donald Trump (11.3 min), Carly Fiorina (11 min), Marco Rubio (10.3 min), Rand Paul (10.1 min), Jeb
Bush (9.8 min), and Ben Carson (9.4 min).
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4 Research Design

4.1 Data

We combine frame-level facial display data of political candidates with second-by-

second continuous response measures of viewer reactions to debate participants to

determine the extent to which facial expressions of candidates might influence voter

support. This section offers a detailed description of the data collection process.

4.1.1 Real-time voter evaluations of candidate performance

Continuous response measures of respondents were gathered by G2Analytics, a

focus group research firm, on the night of the fourth Republican presidential nom-

ination debate which took place on November 10, 2015. The focus group consisted

of 311 viewers who identified as either Republican or Independent. Respondent

demographic summary statistics are provided in Table 1.

Viewers were provided a hand-held device and instructed to record through the

device whether they agree (“bell”) or disagree (“buzzer”) with anything they heard

while viewing the debate live. In total, the dataset includes 36,528 continuous re-

sponses from the focus group: 26,753 (73.24%) bells and 9,775 (26.76%) buzzers.

Roughly 98% of all respondent-seconds were absent a reaction. We employ these

second-by-second responses as the dependent variable of our analyses. Specifically,

we operationalize signals of increased “support” for a candidate as a bell and re-

duced support as a buzzer, while a neutral stance is defined as a second in time

with neither a bell nor a buzzer.

4.1.2 Facial displays of emotion

Currently, scholarship has been hampered by the extremely high cost associated

with the manual measurement of facial displays of emotion. The manual coding of

these nonverbal signals at the frame-by-frame level is a painstakingly long process

which requires non-trivial investments in time and resources. It is estimated that

the coding of a relevant frame using the industry standard Facial Action Coding

System (Ekman and Friesen 2003) can take up to 10 minutes on average (Stewart

12



Variable Frequency Percent
Affiliation Republican 199 63.99

Independent 112 36.01

Gender Female 180 57.88
Male 131 42.12

Race White non-Hispanic 251 80.71
Hispanic 25 8.04
African-American 18 5.79
Asian 11 3.54
Other 6 1.93

Age 18-24 25 8.04
25-29 43 13.83
30-39 84 27.01
40-49 44 14.15
50-65 88 28.3
65+ 27 8.68

Region West 60 19.29
Mid-West 69 22.19
South 125 40.19
North East 57 18.33

Table 1: Focus group participant demographics. This table provides demographic sum-
mary statistics of the 311 Republican and Independent voters who participated in the
November 10, 2015 focus group and whose continuous response measures are used in the
study.
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et al. 2011). In many instances, it may take a manual coder multiple passes over the

same content to ensure measurement validity (Bucy and Stewart 2018). At large

scales, such as every frame in an entire debate or set of debates, the cost associated

with measurement becomes prohibitive. As such, scholars have had to constrain the

scope of inquiry to still images (Olivola and Todorov 2010), short video segments

(Bucy 2016), or very coarse periods of time (Bucy and Gong 2018).

We seek to overcome these challenges by drawing on methods from computer vi-

sion and machine learning to automatically extract facial displays of emotion of the

participants in the fourth 2016 Republican primary debate. In general terms, the

task involved 1) extracting all the frames from the video and 2) passing each frame

though a detection system which produces confidence estimates of the nonverbal

facial displays of emotion for each candidate.

While there are a number of approaches available to automatically detect emo-

tive facial displays, we relied on the Microsoft Face API, which was developed by

Microsoft Research and is offered as a cloud service via Microsoft Azure. In contrast

to some other proprietary software developed to detect facial emotional displays,

the Microsoft Face API is based on discrete emotion theory and is thus consistent

with much of the theoretical and empirical literature on nonverbal communication

of debate participants. In particular, Microsoft Face API provides a robust emo-

tion recognition capability that uses a modified form of the Ekman and Friesen

(2003) model of discrete facial expressions. For each frame, the system is able to

automatically recognize a given speaker and assign to them a confidence score for

each of the following emotions: anger, contempt, disgust, fear, happiness, neutral,

sadness and surprise. It should be noted that Microsoft has added “contempt” and

“neutral” categories to the Ekman and Friesen model.

Although the source code underlying the model is not available in the public

domain, it is known that the emotion detection functionality of the Microsoft Face

API relies on a deep convolutional neural network (CNN) (Bargal et al. 6 10). CNN

is a popular model used when analyzing and classifying visual information (LeCun

et al. 1998; 2015). While we do not know the exact architecture of the Microsoft

Face API algorithm, generally speaking, a convolutional neural network consists of
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an input layer (i.e. an array of image pixel values, typically with red, blue, and

green channels), that then moves on to a series of hidden layers, which include

a variety of convolutional, pooling, and fully connected layers, and ends with an

output layer that contains the confidence of a given class (Krizhevsky et al. 2012).

As is the case with other neural networks, the CNN model is trained with a set of

labeled data. Learning is achieved through backpropagation, which commonly uses

gradient descent optimization (LeCun et al. 1998).

A video file of the debate (without commercial breaks) which matches the times-

tamps for all bells and buzzers in the continuous response measure dataset was

provided by G2Analytics. The total runtime of the debate video is 1:58:41 at 29.97

frames per second. With this video in hand, we were able to automatically clas-

sify 1) the speaker in a given frame and 2) the primary facial display of emotion

using the following procedure. First, we used the OpenCV library in Python to ex-

tract all frames from the video (n = 213, 422) as JPEG files. Next, using a simple

Python script, we passed each frame to the Microsoft Face API. For each frame

we were able to retrieve: 1) a face identification estimate4; and 2) a confidence

score, which ranges within the interval [0, 1] for each of the eight facial displays of

emotion described above.5 For each frame, we then generate a dummy variable for

each emotion which takes on the value of 1 if it has the highest confidence score.

Using these dummy variables, we take the average maximum emotion score for each

second (30 frames). We then standardize the mean emotion scores and use them

as covariates in our statistical models which are discussed below.

Descriptive statistics of the extracted facial displays of emotion for the can-

didates from the above procedure are displayed in Figure 3. The most prevalent

4We uploaded 10 photos of each of the eight candidates (Donald Trump, Ben Carson, Marco Rubio,
Ted Cruz, Jeb Bush, Carly Fiorina, John Kasic, and Rand Paul) and three journalists (Maria Bartiromo,
Gerard Baker, and Neil Cavuto) to the Microsoft Identify API to train a person identification model. To
validate the accuracy of the Identity API, the authors annotated a random sample of 250 frames, coding
for the presence of the eight candidates and three moderators. If the frame included a face other than
the candidates or moderators, the face was coded as “unknown,” while frames without a face were coded
as “None”. Frames with multiple faces (e.g., more than two candidates) were labeled to include each
face that was present. The results of this exercise suggest that the face detection model was extremely
accurate: with a micro-averaged precision of 0.96, recall of 0.94, and an F1-score of 0.95. This model
was ultimately used to identify each face in a given frame and provide a confidence score for the match.

5Note that we also were able to recover the head position of the detected face in each frame (yaw,
roll, and pitch), however we do not use this information in the current study.
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Figure 2: Candidate images with high confidence scores for anger, happiness, and neutral displays. This
plot provides examples of frames with high confidence scores of anger, happiness, and neutral displays
for (a) Donald Trump, (b) Ben Carson, (c) Marco Rubio, (d) Ted Cruz, (e) Jeb Bush, (f) John Kasich,
(g) Carly Fiorina, and (h) Rand Paul. We note that there were no frames in the debate where the
dominant display of emotion was anger for Marco Rubio and Rand Paul. Therefore, for these candidates
we selected the frame with the highest level of confidence of anger to be displayed in the figure.
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Happiness Anger
Candidate RMSE Candidate RMSE
Jeb Bush 0.33 Rand Paul 0.33
Marco Rubio 0.37 Ted Cruz 0.47
Ted Cruz. 0.39 Ben Carson 0.47
Donald Trump 0.40 Marco Rubio 0.60
John Kasic 0.50 John Kasic 0.69
Rand Paul 0.55 Carly Fiorina 0.81
Ben Carson 0.62 Donald Trump 0.86
Carly Fiorina 0.66 Jeb Bush 0.88

Table 2: Comparing the Microsoft Face API to Human Judgements. This table provides
root mean squared error (RMSE) estimates for happiness and anger displays across each
candidate. The RMSE estimates were constructed using the Face API confidence score
to predict the human judgements. As such, the RMSE these estimates use a 5-point
emotion scale.

facial display for most candidates throughout the debate, unsurprisingly, was a

neutral display; though, the classifier coded a significant proportion of frames as

non-neutral displays for Trump and Cruz. Turning to the emotive displays of inter-

est in this study—i.e., anger, happiness, and fear—we find that: 1) Trump, by far,

showed the most anger displays (6.2% of his frames were coded as having a dom-

inant anger display); 2) Marco Rubio showed the most happiness displays (4.9%

frames) while Trump displayed the least happiness (0.9% frames); and 3) fear dis-

plays were essentially non-existent in the debate and therefore we were not able to

test its effect on support.

Validating the Face API. How well does the Face API perform in extracting

the relevant emotions from our video content? We attempt to answer this question

in two steps. First, to get an overall sense of the models ability to detect happiness

and anger, as well as providing a visual illustration of the expression of these emo-

tions, Figure 2 presents an array of example frames that were classified with high

confidence scores for anger, happiness and neutral displays for the eight candidates.

Here we can see that, generally speaking, Figure 2 provides prima facie evidence

of the model’s ability to detect facial displays of emotion.

While the results in Figure 2 are encouraging, this is clearly not enough—it is

necessary to estimate the extent to which the API predictions correspond to human

judgements. We therefore expand the validation exercises by using the following
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four step procedure (for details on the validation procedure, see Appendix ??).

First, we select all the frames where the computer recognizes a given speaker and

collapsed these frames into five second sequences in GIF format (i.e., 150 frames per

sequence). Second, in order to ensure that all candidates and relevant emotions are

sampled, we take a stratified random sample of five-second clips for each candidate

and emotion (n = 240). Third, we recruited six research assistants to judge the

extent to which a given clip contains anger and happiness displays, using a 5-

point Likert scale ranging from “Not at all” to “Extremely”. Lastly, we assess the

model’s ability to predict the human judgements using the root mean squared error

(RMSE) (see Table 2). Overall, the model appears to perform reasonably well.

In general, we observe lower prediction error for happiness displays (with RMSEs

ranging from 0.33 (Bush) to 0.66 (Fiorina)) than for anger (with RMSEs ranging

from 0.33 (Paul) to 0.88 (Bush)). However, even at its worst (i.e., anger displays

for Bush), the model misses by an average of less than one point (0.88) on a 5-point

scale (e.g., predicting “moderately angry” instead of “very angry”). While there

is certainly room for improvement in terms of performance, the results provided

in Table 2 allow us to proceed with a suitable level of confidence in the emotion

measures.

4.1.3 Negative sentiment of speech

Following work by Nagel et al. (2012) and Bucy and Grabe (2008), our study

controls for the verbal tone, specifically the negative sentiment, of candidate utter-

ances. We measure this variable via a dictionary approach. The first task was to

obtain the text of candidate utterances. We relied on the Google Cloud Speech-to-

Text service to transcribe the audio of the debate video. The Google API returns

a transcript with a range of timestamps for each transcribed word. Using these

timestamps we were able to reconstruct every sentence along with their time range.

These sentences were then merged with our second-by-second dataset (including

duplicates of a given sentence over its range of seconds). Next, we calculate the

share of words in each sentence that match terms that are part of the “Negative

emotion” category of the Linguistic Inquiry and Word Count (LIWC) dictionary
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Figure 3: Average frame-level facial displays of emotion. These graphs display the proportion of
frames that were classified as having a dominant anger, happiness, fear, or neutral display for all eight
candidates. Note that these plots are not on a common scale.

(Pennebaker et al. 2001). Similar to facial displays of emotion, Donald Trump is

also a clear leader in terms of spoken negative sentiment (2.39%), and is followed

by Kasich (1.91%), Paul (1.83%), Bush (1.73%), Fiorina (1.65%), Carson (4.41%),

Rubio (1.33%), and Cruz (1.30%).

4.2 Methods

The focus group data present a number of challenges for estimating the influence

of facial expressions on candidate support. The structure of these data is complex:

the second-by-second ordinal response data (disagree, neither agree nor disagree, or

agree) are nested within a particular respondent, directed at a specific candidate,

and divided across a number of discrete “segments” (e.g., periods of continuous de-

bate, which are then interrupted by commercial breaks or the debate moderators).

We account for this structure in a number of ways. First, following previous schol-
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arship on the use of continuous response measures in political debates (Nagel et al.

2012), we a) estimate separate models for each of the eight candidates included in

the debate and b) treat each individual “segment” as a discrete period of time.6

For instance, Donald Trump’s first segment starts at 5:54 and runs for 54 seconds,

his next segment starts at 28:13 and runs for 103 seconds, and so on. Second, to

account for the multilevel structure of the response data, we estimate a series of

mixed effects ordered logistic regression models, which include a random intercept

for each focus group participant and fixed effects for the theme being uttered by a

candidate. To gather data on the thematic substance of the utterances, we perform

a content analysis of each candidates’ transcript and classify each sentence into

one of 16 themes of discussion.7 We also include key political and demographic

covariates available in the G2Analytics data, including party identification, age,

ethnicity, and gender.8

An added complication is that these data are inherently dynamic and the lag

time between a candidate’s facial expression and a focus group participant’s behav-

ioral response (if there is one at all) is not known a priori. In their analysis of the

2005 German National Election, Nagel et al. (2012) find that a three second lag

best describes the dynamics between non-verbal messages and viewer responses.

Nagel et al. (2012) assume a quadratic distribution for the implied lag weights

and assume—rather than estimate—the underlying lag distribution (i.e., t0 = 0.5,

t−1 = 1, and t−2 = 0.5). In the analysis described in the next section, we follow

a similar process as Nagel et al. (2012), but instead estimate the lag distribution.

First, we follow the standard procedure when estimating distributed lag models

6Debate participant segments were coded manually by a researcher using the following decision rules.
A new segment begins when a candidate is first heard or seen. Likewise, the segment ends when the same
candidate is finished answering a question and there are no follow up questions from one of the journalists.
If there is a follow-up question, this time is included in the segment. In the very rare circumstance that
another candidate interrupts, we decided to attribute the segment to the original candidate unless the
interruption is prolonged, whereby the segment changes to the new candidate.

7In particular, the themes include: Climate change, Closing statements, Entitlements, Financial
crisis and bailouts, Hillary Clinton, Immigration, Income inequality, Media portrayal of candidates,
Minimum wage, National debt and federal spending, National security and foreign affairs, Regulations on
businesses, Tax loopholes and businesses leaving, Taxes, Technology impact on jobs, and the Trans-Pacific
Partnership (TPP). These topics were derived from an initial list of topics generated by Ballotpedia (see
https://bit.ly/2VHYvv4)

8Political and demographic covariates are measured as follows: Republican (1 = Republican; 0 =
Independents), age dummies (18-24, 25-29, 30-39, 40-49, 50-65, 65+), race dummies (African-American,
Asian, Hispanic, Other, White), and female (1 = female, 0 = male).
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and determine the lag length via information criteria; this analysis suggests an

“optimal” lag length of roughly 4 seconds. Second, we estimate the lag weights for

4 seconds, assuming a quadratic lag distribution.9 Note that this specification is

not only consistent with past empirical on non-verbal communication, but offers a

good deal of flexibility regarding the dynamic relationship between candidate facial

expressions and participant support.

5 Results

The key empirical findings are provided in Figure 4 and Table ?? in the appendix.

The figure displays the estimated odds ratios of agreement with candidate state-

ments for anger and happiness displays as well as candidate utterance negative

sentiment, providing the estimated lag distribution for four seconds. It is impor-

tant to consider the underlying dynamics when interpreting the results in Figure 4.

For instance, consider the estimates for Donald Trump and expressions of anger.

When Trump displays anger, the “instantaneous” (t0) effect is an increase of 1.03

in the odds ratio of clicking “agree.” In the next second (t1), the estimated increase

in the odds ratio of clicking agree is even higher (OR = 1.05). However, by the

4th second, the effect has dropped considerably (OR = 1.007) and is statistically

indistinguishable from 1 (p = 0.586). This inverted-U shaped temporal effect is

9In principle, the lag distribution may be estimated directly by incorporating a separate regressor
for each second (1 to 4). In practice, however, multicollinearity makes direct estimation difficult (if not
impossible) and thus it is common practice to place constrain the lag distribution to promote smoothness.
Following past scholarship, we assume a quadratic lag function:

βs = λ0 + λ1s+ λ2s
2, s = 0, ..., 4, (1)

which we can then plug into the (ordered logistic) regression equation:

yt = α+

4∑
s=0

(λ0 + λ1s+ λ2s
2)xt−s + εt, (2)

which one can re-write as:
yt = α+ λ0z

0
t + λ1z

1
t + λ2z

2
t + εt, (3)

where

z0t =

4∑
s=0

xt−s, z
1
t =

4∑
s=0

sxt−s, z
2
t =

4∑
s=0

s2xt−s. (4)

We can then estimate (4) by standard models and recover the lag weights using (1). Uncertainty of the
estimates can be assessed by examining the linear combination of coefficients expressed in (1).
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Figure 4: Estimating the influence of facial displays of emotion on immediate impressions. This
figure displays the estimated lag distribution (t0 . . . t4) for each candidate and each emotion variable
(anger/happiness facial display and negative emotion words). It provides the estimated odds ratios from
a mixed effects ordered logistic regression (circles) and 95% confidence intervals (blue line), assuming
a quadratic lag structure and a random intercept for each focus group participant. All models include
the following covariates: party identification, age, race, and gender. The models also include topic-level
fixed effects. Note that these plots are on different scales.
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consistent with the assumed relationship put forth by Nagel et al. (2012).

Aside from the anger effect of Donald Trump, which is the clearest and most

consistent finding among our models, a number of other anger display effects are

observed. Viewers also responded positively to Kasich anger displays, although the

dynamics are different to those of Donald Trump. A statistically significant and

positive instantaneous effect is observed (OR = 1.03), but the effect is indistinguish-

able from 1 in the next and following time lags. The effect for Kasich dissipates,

therefore, over time, while that of Trump follows a curvilinear path. Interestingly,

we find a negative effect of anger on support for Fiorina. The effect of a Fiorina

anger display is negative at t2 (OR = 0.98) and t3 (OR = 0.98).

Turning to the effects of hedonic signals, we find that viewers were more likely

to reward some candidates while punishing others when exposed to a happiness

display. Our models indicate a statistically significant positive effect of happiness

facial displays for Ted Cruz t0 (OR = 1.64) and t1 (OR = 1.19), after which the

effect becomes indistinguishable from 1. Our results also show a positive effect

of a happiness display for Trump at t4 (OR = 1.06). Similar to her agonistic

displays, our results suggest that Carly Fiorina was also penalized for her displays

of happiness. The model results indicate a negative effect at t1 (OR = 0.98), t2

(OR = 0.97), and t3 (OR = 0.97).

Figure 4 also displays the results for an important candidate-level control vari-

able: the negative sentiment of candidate utterances. Here, again, we find con-

flicting results whereby some candidates benefited from the use of negative emotive

verbal communication, while others were more likely to lose support by using such

language. Donald Trump’s use of words with negative sentiment is positively as-

sociated with viewer approval, starting from t1 (OR = 1.004), and increasing in

strength in t2 (OR = 1.006), t3 (OR = 1.008), and t4 (OR = 1.009). Similarly,

Marco Rubio’s negative tone also had a positive effect on viewer support, but later

on at t4 (OR = 1.01). On the other hand, Carly Fiorina, Ted Cruz, and Ben Carson

were less likely to receive viewer support following a negative utterance. Specifi-

cally, negative sentiment of speech is negatively related with support for Fiorina at

t0 (OR = 0.98) and to a less extent at t1 (OR = 0.99). The results for Cruz also
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suggest a negative effect of negative sentiment, however this is limited to an instan-

taneous effect (OR = 0.98), with all other time lags being indistinguishable from

1. Lastly, we find a shifting downward effect for Carson; at t0 negative sentiment

is positively related with support (OR = 1.03) but this effect becomes negative at

t3 (OR = 0.98).

With respect to time-invariant focus group participant demographic effects, we

find that females were more likely to agree with Jeb Bush (log-odds = 0.26; [rel-

ative risk ratio = 1.3]) and Marco Rubio (0.24; [1.27]). Relative to Independents,

self-identified Republicans were more likely to agree with Bush (0.38; [1.47) and

Ben Carson (0.44; [1.56]) and less likely to agree with John Kasich (-0.26; [0.77])

and Rand Paul (-0.21; [0.81], p<0.10). African-American respondents were less

likely than Whites to agree with Donald Trump (-0.67; [0.51), Rubio (-0.44; [0.65],

p<0.10), and Paul (-0.47; [0.63]). Lastly, generally speaking and relative to 30-39

year-olds, older respondents were more likely to agree with Rubio, Cruz, Carson

and Trump.

6 Conclusion

Our results suggest that facial signals of emotion by participants in a televised

political debate may influence how viewers evaluate candidate performance. To

our knowledge, this study was the first to directly compare agonistic and hedonic

facial displays with continuous response measurements of viewer reactions at the

second-by-second level of analysis for the full duration of a major televised political

debate. We accomplished this task by relying on theoretically informed, machine

learning applications used to detect and classify facial emotive displays.

The main finding of the study is that anger/threat displays by Donald Trump

and John Kasich had a positive effect on the likelihood of immediate support from

focus group viewers. These results conform with other studies in the literature

which have investigated a similar relationship. For instance, Tiedens (2001) found

that experimental subjects who were exposed to an angry response by Bill Clinton

to the Monica Lewinsky scandal, in contrast to a sad one, were more likely to
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directly support Clinton as well as indirectly support him via a higher attribution

of competence.

In contrast, our results suggest that Fiorina’s anger displays tend to decrease

viewer support, which is relevant to an ongoing debate on whether counterstereo-

typical gender behavior among political elites leads to disproportionate penalties at

the ballot box (see Hitchon et al. 1997, Brooks 2011; 2013, Bauer 2017, Fridkin et al.

2019, Cassese and Holman 2019). This tentative and objectively narrow result sug-

gest that aggressive displays (or even any emotive signal more generally) by female

candidates—at least among Republican contenders—might be counterproductive.

The weak effect of happiness/reassurance displays on viewer support, aside from

that found for Ted Cruz, is generally inconsistent with past scholarship. To refresh,

theories from human ethology and social psychology would lead us to believe that

happiness/reassurance displays should increase positive affect toward to the dis-

playing candidate, and this in turn should increase support. So why are we not

observing a strong positive response to these signals in our sample? In their classic

study, Sullivan and Masters (1988) found that happiness/reassurance displays by

Ronald Reagan had a much stronger impact on post-exposure attitudes than those

of his Democratic rival, Walter Mondale. This difference was attributed to the abil-

ity of Reagan to project a clearer display of emotion than his counterpart. In our

study, our reliance on an automated system that ascribes a confidence score on a set

of eight emotions, as well as our choice of collapsing a given frame’s classification

on the strongest confidence score, limits our ability to determine the effect of clear

versus unclear signals on viewer responses. However, we relax some of these coding

rules and focus on the raw confidence scores for analysis in the appendix. The re-

sults of these models are generally very similar to those reported above, with some

notable differences. Carly Fiorina’s anger effect is no longer statistically significant

and we also find a positive effect of anger for Ben Carson and Rand Paul. As a

further complication, Bucy and Grabe (2008) show how supporters of a candidate

will decode facial displays of candidates differently than opponents; although, their

study suggests that happiness/reassurance displays are able to neutralize negative

feelings of critics (92). Unfortunately, our data do not allow for us to control for a
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given viewer’s prior attitudes toward a given candidate.

Our study also provides a set of descriptive findings that speak to the extant

biopolitics literature on emotive displays and campaigns. First, previous work

showed how front-runners in political campaigns are more likely to display (or be

shown to display by the media) hedonic rather than agonistic facial expressions (see

Sullivan and Masters 1988, Bucy and Grabe 2008). In contrast, the descriptive find-

ings of our study show how Donald Trump, who was slightly ahead of Ben Carson

at the time of the debate, was among the least likely to display a hedonic display

throughout the debate and also signaled the most anger, both verbally and non-

verbally. Though, it is possible that this contrary finding is due to the fact that the

observations gathered for analysis were from a relatively early period of the cam-

paign. Bucy and Grabe (2008), for instance, finds that as Election Day approaches,

hedonic displays by candidates are much more likely. This change of tune might be

the result of a last minute strategy of cohesion building among supporters. Second,

the Face API found almost no displays of fear for the candidates in the fourth GOP

primary debate. While theory would suggest that these displays should have a

detrimental effect on viewer impressions, since they signal submissiveness, we were

not able to test this proposition due to extreme missingness. While surprising,

a similar descriptive account was observed for televised coverage of speeches and

interviews during the 1984 Democratic primary race. Specifically, Masters et al.

(1987b) found that Walter Mondale expressed the most fear/evasion displays during

his speeches (3% of his total displays) and only 1% of his emotive displays during

interviews signalled fear/evasion. Gary Hart showed even less fear: no such dis-

plays during his speeches and only 1% of his displays in interviews showed fear. The

third candidate under study, Jesse Jackson, showed no fear/evasion displays in any

of his interviews and speeches. It seems, therefore, that candidates for the highest

political office in the United States are (increasingly) more resistant to “leaking”

fear displays to the viewing public when publicly competing for social dominance.

The current study is certainly not without its limitations. While indicative of

increased support, we should stress that our results suggest small effect sizes and

that based on the data available to us, we cannot make claims about the persistence
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of these effects beyond the duration of the debate. Aside from measurement issues

discussed above, future work would benefit from additional control variables. Vocal

characteristics of candidate utterances (e.g., pitch, tone, volume), for instance,

should be included, as there is evidence that these factors resonate in politics (see

Nagel et al. 2012, Dietrich et al. 2017). Further, environmental effects on viewer

perceptions, e.g., studio audience laughter, booing, and applause (Fein et al. 2007,

Stewart et al. 2018), should also be brought in to future studies.

We believe that this study offers a novel first step in increasing our ability to

observe and compare candidate appearance effects on voter impressions. Further,

the automated systems employed in this project can be applied to other politically

relevant visual environments, from nightly news reports to joint press conferences

of world leaders to parliamentary debates. Our study, therefore, hopes to show the

way for other related studies in varying contexts. Lastly, we hope that our study will

not only engage with the extant literature on nonverbal political communication

which covers a range of disparate academic disciplines (political science, psychology,

communications), but also will help inform political practitioners such as political

campaign managers and press officers.
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