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Abstract

In this paper, a novel scheme inspired by the Super-Twisting Sliding Mode Algorithm (STA) is proposed to detect, reconstruct
and mitigate resonance load altering cyber attacks in smart grids. In the existing literature, it has been shown that these attacks are
difficult to be detected by the control centre, as they are often characterised by relatively small power oscillations. Nonetheless,
they can degrade the energy balance of the smart grid by making the frequency oscillating outside the tolerable limits. These
attacks can further bring disruptive consequences, such as widespread blackouts and the disconnection of an area from the grid.
In this study, it is shown that Battery Energy Storage Systems (BESSs) controlled by an observer-based STA can effectively
mitigate the impact of these attacks on a smart grid. Specifically, an STA observer is created to detect and reconstruct in
real-time load altering cyber attacks in a decentralised fashion. The estimation of the attack is then utilised as a set-point for
a decentralised STA-based controller to dynamically regulate the output power of the BESS. The simulation results, which
account for three possible scenarios, demonstrate the effectiveness of the proposed scheme.

I. INTRODUCTION

It is well known that mismatches between supply and demand in a power system induce frequency deviations that might
eventually lead to fatal disruptive consequences, such as the disconnection of an area from the grid or even widespread
blackouts [1]. Reducing the frequency deviation is considered a control objective of vital importance for the stability of
the overall power system and is achieved by the so-called “Load Frequency Control” (LFC), also known as “Automatic
Generation Control” (AGC) [1]. Due to the key importance of power infrastructures, over the years, LFC has attracted and
inspired many researchers to develop advanced control and estimation schemes (see for instance [2]–[11] and the references
therein).

In order to improve the efficiency and reliability of the power system, the strategies proposed in recent years involve a
high level penetration and integration of smart meters and automated intelligent devices to perform real-time monitoring and
optimal control tasks. However, the trend towards a smarter and more automated power system, together with the consequent
integration of communication capabilities, opens the doors for cyber-attacks, making the overall power infrastructures
vulnerable in absence of suitable cyber-security strategies for detecting, reconstructing and mitigating the attacks [12]–
[14]. In principle, a cyber-attacker can compromise any sector of a smart grid: the generation, the distribution and the
consumption [15].

In this paper the attention is focused on the cyber-attacks targeting the consumption, which are called load altering
attacks [13], [15]. These attacks aim to alter the load demand at the most crucial nodes of the network in order to degrade
its stability and cause damage to the power infrastructure, leading to widespread blackouts. This class of attacks can for
example alter the load demand in data centres by compromising their servers via bogus computation tasks. Other examples
include the direct or indirect attack on the demand side management programs. It is indeed possible to directly compromise
the command signals (e.g. switch on/off) sent to smart residential and industrial appliances that join such programs. On
the other hand, it is possible to indirectly manipulate controllable loads by fooling the demand side management programs,
which aim to minimize energy costs, via bogus price signals [13], [15]. Specifically, in this work resonance load altering
attacks are considered [16], which tamper with the load demand according to a resonance source and such that the variation
is kept within an admissible interval to evade standard detection strategies. However, although the demand variation is not
large enough to be detected, resonance attacks can induce large frequency deviations leading to blackouts [16]. To promptly
rectify power imbalances (also due to cyber attacks) between generation and demand in real-time, the Battery Energy Storage
Systems (BESSs) is a promising and maturing devise for such a purpose [17]–[19]. Sliding mode (SM) estimation and control
techniques [20], [21] have been successfully proposed in the existing literature with application to energy systems, to both
robustly estimate and compensate disturbances, faults and attacks, and to stabilise the systems [2], [3], [8], [9], [22]–[24].
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TABLE I
LIST OF SYMBOLS AND VARIABLES ADOPTED IN THE PAPER

Turbine-Governor:
Pgi (p.u.) governor power
Pti (p.u.) turbine power

ACEi (p.u.) area control error
uPIi (p.u.) PI control signal

Tgi = 0.1 (s) governor time constant
Tti = 0.3 (s) turbine time constant
Ri = 0.05 (Hz/p.u.) primary control coefficient

KPi
= −1.0 − PI proportional gain

KIi = −1.0 − PI integral gain
βi = 21 (p.u./Hz) area frequency feedback

Generator:
ϑi (rad) voltage phase angle

∆fi (Hz) frequency deviation
Li (p.u.) load demand

∆Li (p.u.) load altering attack
Pij (p.u.) power flow exchange

Mi = 10 (s2 · p.u.) inertia
Di = 1.0 (p.u./Hz) damping coefficient

Ni − neighbourhood set
γij = 0.2 (p.u.) power line susceptance

BESS:
Pbi (p.u.) output power
ubi (p.u.) control input

Tbi = 0.2 (s) time constant

Inspired by both the benefits of the BESS and the SM principles, a novel scheme to achieve cyber security in smart grids
is designed in this paper.

Main Contribution: In this paper, a novel scheme to perform an accurate real-time detection and reconstruction of load
altering cyber attacks is proposed, inspired by the Super-Twisting Sliding Mode Algorithm (STA) [20]. The attack mitigation
is performed by the BESS. The designed scheme is composed of two subsystems. The first system is an STA-based observer,
which detects and reconstructs in real-time load altering attacks. The second system, which is an STA-based controller for
the BESS, receives as input the estimate of the attack from the observer and it suitably adjusts the output power of the BESS
to perform the mitigation. The designed method distinguishes from the existing ones in the literature. Conventionally, cyber
attacks detection and mitigation strategies have been focused on deception attacks [25], [26], where the attacker action aims
to tamper with the control input of the LFC or with the Area Control Error (ACE). In contrast, in the present paper, the
attention is focused on load altering attacks as in [13], [15], [16], [27], [28]. The STA has been successfully used in [22],
where an STA-based controller has been designed to adjust the power of a traditional power system (with its turbine and
governor) to compensate for load altering attacks. Conversely, in this paper, the STA is used to control the BESS, as the
BESS can guarantee a much faster response to compensate for sudden attacks [17]–[19]. Ergo, to the best of the authors’
knowledge, the use of STA-based architectures in smart grids to control BESS mitigating load altering attacks is novel, and
it has never been proposed before.

Structure of the Paper: The rest of this paper is organised as follows. Section II introduces the state-space representation
of the smart grid dynamics and the load altering cyber attack principles. Section III describes the proposed STA-based
methodology to detect, reconstruct and mitigate the considered class of cyber-attacks. Section IV presents to the reader
numerical simulations to validate the proposed strategy. Section V describes some concluding remarks and possible future
research directions.

Notation and Nomenclature: The notation adopted in this paper is standard. For a signal x, x̂ denotes its estimate,
whilst sign(x) is the sign of x. For a vector or matrix x, its transpose is represented as xT , whilst its Euclidean norm is
||x||2. The symbol 0x×y denotes a matrix with x rows and y columns and all zero entries. The symbol Col(xi) characterises
a column vector with its xi entries. Table I lists the adopted symbols and variables, and it includes the numerical values of
the model parameters, the measurement units, and a brief physical meaning.

II. SYSTEM DESCRIPTION

Figure 1 shows the schematic of the i-th area of a smart grid considered in this paper. It comprises of three subsystems: (i)
a traditional power source (with its turbine-governor), (ii) a generator and (iii) a BESS. The turbine-governor is equipped
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Fig. 1. A schematic of the i-th area of a smart grid, composed of a turbine-governor system, a generator, and a BESS. The action of a load altering
cyber attack is depicted in the figure in red.

with a PI controller aiming to regulate the output power of the turbine as a function of the ACE. The proposed BESS
includes an STA-based observer and controller. As per Figure 1, the observer generates the reference for the output power of
the BESS. The STA-based controller is able to track the generated reference, thus the BESS power is adjusted to compensate
for possible load altering cyber attacks.

Given the schematic in Figure 1, the state-space representation of the i-th area of a smart grid can be shown to be [1],
[17]

ẋi = Aixi +Bi

(
ui + pj

(
xj|j∈Ni

))
(1a)

yi = Cixi, (1b)

where xi ∈ R5, ui ∈ R3 and yi ∈ R3 represents the state vector, the input vector and measured output vector of the i-th
area of the smart grid. The subscripts G,T and B correspond respectively to the generator, turbine and BESS. The vectors
and matrices associated with the system are:

xi :=
[
xTi

T xGi
T xBi

]T
xTi

:=
[
Pgi Pti

]T
xGi

:=
[
ϑi ∆fi

]T
xBi

:= Pbi

Ai :=

 ATi ATGi 02×1

AGTi
AGi

AGBi

01×2 01×2 ABi


ATi

:=

[
−a1i 0
a2i −a2i

]
ATGi

:=

[
0 −a3i

0 0

]
AGTi

:=

[
0 0
0 a4i

]
AGi

:=

[
0 1
−a5i −a6i

]
AGBi

:=
[
0 a4i

]T
ABi

:= −a7i



ui :=
[
uTi uGi uBi

]T
=
[
uPIi Li ubi

]T
pj
(
xj|j∈Ni

)
:=

[
0 pj

(
ϑj|j∈Ni

)
0
]T

Bi :=

BTi
02×1 02×1

02×1 BGi
02×1

0 0 BBi


BTi

:=
[
a1i 0

]T
BGi :=

[
0 −a4i

]T
BBi := a7i

Ci :=

0 1 0 0 0
0 0 1 0 0
0 0 0 0 1


yi :=

[
yTi

yGi
yBi

]T
=
[
Pti ϑi Pbi .

]T
Following the details from Table I, the model parameters are: a1i = 1/Tgi , a2i = 1/Tti , a3i = 1/(RiTgi), a4i = 1/Mi,
a5i = γii/Mi, a6i = Di/Mi, a7i = 1/Tbi .

A. Power Flow

Under the state-space representation (1a), the electrical active power flowing from the i-th area to its neighbouring areas
Ni is governed by the relation

Pij = γiiϑi −
∑
j∈Ni

γijϑj .︸ ︷︷ ︸
pj

(
ϑj|j∈Ni

)
(2a)

where the parameter γii :=
∑

j∈Ni
γij . Note that the power flow formulated in (2a) is the so-called linearised DC power

flow [29]. Nevertheless, the methodology presented in this paper is also applicable to the nonlinear power flow formulation
[1]–[3], [5]. Specifically, if the nonlinear power flow method is adopted, Pij becomes:

Pij =
∑
j∈Ni

γij sin(ϑi − ϑj). (2b)

B. Control Inputs

For the system characterisation given in (1a), an i-th area of the smart grid can be controlled by two inputs, namely the
PI control scheme for the turbine-governor system (uPIi ), and the control scheme for the BESS (ubi ).

PI Control of Turbine-Governor: The PI control of the Turbine-Governor aims to steer to zero the ACE. The ACE is
defined as

ACEi := βi∆fi + Pij − P ?
ij (3)

where P ?
ij represents the reference value for the power exchange between the i-th area and its neighbourhood. Classically,

a standard PI control scheme is employed to asymptotically steer to zero the ACE [1]:

uPIi
= KPi

ACEi +KIi

∫
ACEi (4)

Control of BESS: The BESS is a fast-acting equipment that can store electrical energy and release it when required,
in order to promptly regulate the frequency of the smart grid [17]–[19]. In the present paper, the BESSs are employed as
a mitigation device and therefore a specific control input will be designed. The aim in this paper is to regulate the BESS
to track a power set-point. The power set-point is chosen such that the effect of the load altering cyber attack is effectively
mitigated.

C. Load Altering Cyber Attack

The exogenous signal Li is the nominal load demand. In this study, Li is considered known, as it represents the received
aggregated costumers’ power load requests of the i-th area. This quantity is also typically known in advance (e.g. the day-
ahead) and updated every 15 minutes via the so-called tertiary control architecture [1]. A load altering cyber attack tampers



with the exogenous power load demand as:

L̃i := Li + ∆Li, (5)

where ∆Li is the effect of the attack, which can represent a time-varying surplus or shortfall load demand [13], [15]. This
action can have a detrimental effect on the LFC of the i-th area of the smart grid causing disruptions of power supply
[12]–[14]. In this paper, we consider a class of load altering cyber attacks, named resonance attacks, which can be expressed
as in [16], i.e.,

∆Li := −µisign
(
ri(t− τLi)

)
, (6)

where µi and τLi are two parameters manipulable by the attacker, and they represent, respectively, the amplitude of the load
variation, measured in (p.u.), and the fixed time delay measured in (s). The signal ri can be designed by using the state
variables xi available to the attacker [16]. For instance, the rate of change of frequency (RoCoF) is utilised in [16], yielding

ri := ∆ḟi. (7)

The claim in [16] is that such a load altering cyber attack brings both the frequency deviation and the RoCoF outside the
values tolerable by the network. Following [13], [15], [16] and the references therein, an underlying assumption here is that
the attacker is able to directly or indirectly compromise the smart meters and appliances of the smart grid over the internet
and intermittently switch on/off a portion of loads to implement the attack policy in (6) (see Section I and [13], [15], [16]
for further details on the implementation of such attacks).

Remark 1 Note that, in the present study, a specific class of load altering cyber attack, named resonance attacks, has been
considered. Nonetheless, the methodology described in the rest of this manuscript is entirely applicable to any types of load
altering cyber attacks tampering with the load demand as in (5).

The compact state-space representation (1a)-(1b) in the presence of load altering cyber attack (6) becomes

ẋi = Aixi +Bi

(
ui + pj

(
xj|j∈Ni

)
+ di(xi, t)

)
(8a)

yi = Cixi, (8b)

where the load altering cyber attack is represented by the vector

di(xi, t) :=
[
0 ∆Li 0

]T
. (8c)

D. Assumptions

To design an observer-based STA controller for the BESS, the following assumptions are imposed in the present work:

Assumption 1 It is assumed that
(A1) The resonance attack amplitude is bounded, i.e.:

|∆Li| ≤ Ψ∆Li
, (9)

where Ψ∆Li
is a known positive constant.

(A2) In each area there is a sufficient penetration of BESSs, to ensure that

max(Pbi) ≥ Ψ∆Li
. (10)

Furthermore, the BESS capacity is sufficiently large to ensure real-time attack compensation without breaching any
physical constraints on the state-of-charge of the BESS.

Remark 2 Assumption 1-(A1) is satisfied due to the bounded load capacity to be tampered with throughout the load altering
cyber attack (5). Note that if Assumption 1-(A2) is relaxed, a partial mitigation strategy can still be implemented in the
smart grid.

III. DETECTION, RECONSTRUCTION AND MITIGATION OF LOAD ALTERING CYBER ATTACKS

A. Detection and Reconstruction via STA-Based Observer

From the compact representation of the smart grid (8a)-(8b), the generator dynamics alone is:

ẋGi
= AGTi

xTi
+AGi

xGi
+AGBi

xBi

+BGi

(
pj
(
ϑj|j∈Ni

)
+ uGi + ∆Li

)
. (11)



The STA-based observer for the generator is:

˙̂xGi
= AGTi

ỹTi
+AGi

x̂Gi
+AGBi

yBi

+BGi

(
pj
(
ϑj|j∈Ni

)
+ uGi

)
+ f(eGi

), (12)

where x̂Gi
denotes the estimate of xGi

and the auxiliary output measurement vector is ỹTi
:= [0 yTi

]T . Note that in (12) it
has been exploited the structure of the matrix AGT i , and the identities AGT ixTi ≡ AGT i ỹTi and xBi ≡ yBi . The nonlinear
function f(eGi) is [20], [30]:

f(eGi
) :=

kGi1
|eGi1

|1/2sign(eGi1
)

kGi2
sign(eGi1

)

 , (13)

where eGi
:= x̂Gi

− xGi
= [eGi1

eGi2
]T . The design constants kGi1

and kGi2
are positive, and the tuning rules for them

will be provided in the sequel. By subtracting (12) from (11), the error dynamics take the form of

ėGi = AGieGi +BGi∆Li − f(eGi). (14)

Due to the structure of matrices AGi and BGi in (8a), the system in (14) has the standard form of the STA [30]. Moreover,
the dynamics (14) is finite-time stable and it converges to the origin in finite time if the gains satisfy [20]:

kGi1 = 1.5
√

Ψ∆Li
(15a)

kGi2
= 1.1Ψ∆Li

. (15b)

The sliding motion is characterised by the following relations eGi1
= eGi2

= ėGi2
= 0. During sliding, the discontinuous term

−kGi2
sign(eGi1

) in the second equation of the system (14) compensates for the load altering cyber attack ∆Li. Formally,

−kGi2
sign(eGi1

)|eq = a4i
∆Li, (16)

where −kGi2
sign(eGi1

)|eq is the average value of the discontinuous signal to maintain the sliding motion. Therefore, an
estimate for ∆Li can be obtained in real-time by low pass filtering [31] the discontinuous signal −kGi2

sign(eGi1
). The

following criteria are in place to perform the resonance attack detection and reconstruction:

∆L̂i =
vGi

a4i
(17a)

∆L̂i →

{ ∣∣∆L̂i

∣∣ ≥ ε∆Li under attack∣∣∆L̂i

∣∣ < ε∆Li no attack,
(17b)

where vGi
is a filtered version of −kGi2

sign(eGi1
), and ε∆Li

is an arbitrarily small positive threshold.

Remark 3 In the present study, it is assumed that ∆L̂i is twice differentiable. This feature can be imposed by adopting a
second (or higher) order low pass filter to extract ∆L̂i from (17a).

B. Mitigation via STA BESS Control

In order to mitigate the impact of an attack on the i-th area, the estimate of the cyber attack obtained using the STA-based
observer is used as the reference for the BESS power. For the state space representation (8a), the following STA control
strategy for the BESS is proposed:

x?Bi
= ∆L̂i (18a)

sBi
:= x?Bi

− xBi
(18b)

uBi
:= uBi1

+ uBi2
+ uBi3

(18c)
uBi1

:= kBi1
|sBi
|1/2sign(sBi

) (18d)
uBi2

:= −sBi
(18e)

u̇Bi3
= kBi2

sign(sBi
). (18f)

Equation (18a) means that the reference for the BESS power should be the estimate of the load altering cyber attack. Defining
the tracking error as in (18b), the STA architecture (18c)-(18f) is employed to nullify sBi

in finite time. The positive design
constants of the STA controller are kBi1

and kBi2
. By using the i-th area dynamics (8a)-(8b), and introducing the state

vector σBi
:= [sBi

eBi
]T , where eBi

:= ∆
˙̂
Li −ABi

∆L̂i −BBi
uBi3

, yields

σ̇Bi
= EBi

σBi
+GBi

ωBi
+ dBi

(∆L̂i), (19)



where

EBi
:=

[
0 1
0 0

]
GBi

:=

[
−BBi

0
0 −BBi

]
ωBi :=

[
uBi1

u̇Bi3

]T
dBi

(∆L̂i) :=

[
0

∆
¨̂
Li −ABi

∆
˙̂
Li

]
.

Note that the state-space representation in (19) is obtained after standard algebraic manipulations, using also the relation
ABi
≡ −BBi

from (1a). Under Assumption 1, given the STA-based control scheme (18c)-(18f) and according to Remark 3,
it yields∣∣∣∣∣∣dBi

(∆L̂i)
∣∣∣∣∣∣

2
≤ ΨBi

, (20)

where ΨBi
is a known positive constant. The system in equation (19) is again in the standard form of the STA [30]. Provided

that kBi1 and kBi2 are tuned analogously to (15a)-(15b), the dynamics (19) are finite time stable, and the sliding motion
sBi = eBi = 0 is enforced in finite time, which means that the equality x?Bi

= xBi = ∆L̂i is enforced in finite time. To
show the effect of the mitigation strategy on the generator dynamics alone, it is possible to rewrite (11) during sliding as
x?Bi

= xBi
= ∆L̂i, i.e.,

ẋGi = AGTixTi +AGixGi +BGi

(
−

=∆L̂i︷︸︸︷
xBi + ∆Li

+pj
(
ϑj|j∈Ni

)
+ uGi

)
, (21)

where the relation AGBi = −BGi from (1a) has been utilised. It is clear from (21) that the effect of the load altering cyber
attack is mitigated.

Remark 4 In the stability analysis undertaken in this study, it has been individually proven that the finite-time convergence
to the origin of the systems in (14), and (19) occurs. In order to ensure that each i-th area of the smart grid is stable during
the resonance attack mitigation strategy, the following facts are verified:
• By direct calculation, the matrix Ai in (8a) is Hurwitz, ergo the dynamical system in (8a)-(8b) is Bounded-Input

Bounded-State stable [32].
• The attack mitigation strategy (18a)-(18f) is applied only after the finite-time convergence to the origin of the systems

(14) and (19).

Remark 5 Note that the proposed methodology aims to detect and reconstruct load altering cyber attacks in smart grids
and it provides an effective mitigation strategy applicable in a short-term horizon (i.e. in the order of seconds/minutes).
Conversely, the recovery plan from the attack involves a series of measures in the longer time horizon (i.e. in the order of
several minutes) [14], which is outside the scope of the present manuscript.

Mitigation Metric: The metric M∆f defined as

M∆f :=
1

T

∫
T

0

∣∣∣∣∆f ∣∣∣∣
2∣∣∣∣∆L̂∣∣∣∣
2

(22)

is introduced to evaluate the performances of the proposed scheme, where ∆f := Col(∆fi), ∆L̂ := Col(∆L̂i), and T is
the considered time horizon. Note that M∆f is a global quantity as it accounts for all the areas of the smart grid. M∆f

represents the mean value of the ratio between the Euclidean norm of the frequency deviation vector, and the Euclidean norm
of the resonance attack estimates vector. The smaller M∆f , the more effective is the resonance attack mitigation strategy.

IV. SIMULATION RESULTS

In this section, the proposed mitigation strategy for resonance attack is assessed via numerical simulations. A smart
grid composed of two areas is considered, which is depicted in Figure 2. The numerical values of the model parameters
are taken from [16] and reported in Table I. The design constant of each of the STA-based observer (12) are set equal to
kGi1

= 1.50, kGi2
= 1.10, whilst the design constant for the STA-based controllers (18c)-(18f) are kBi1

= 3.35, kBi2
= 5.50.

A 2-nd order Butterworth Filter [31], with a bandwidth of 10 Hz, is utilised to extract the resonance attack estimation. The
2-areas smart grid is simulated in a Matlab-Simulink R2020b environment, and the Euler method is employed to perform a
fixed-step integration (the sampling frequency is equal to 10 kHz).



Fig. 2. A schematic of the smart grid considered in the simulations. The system is composed of two interconnected areas. A resonance attack affects
Area 1.
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Fig. 3. Time evolution of: (Scenario NR): the frequency deviations, the turbine power and the load demand. (Scenario RA): the frequency deviations,
the turbine power and the load demand with the resonance attack. (Scenario RC): the frequency deviations, the turbine powers, the load demands with
the resonance attack, the resonance attack reconstructions, the BESS power, and the performance metric for various values of |∆L1|.

Three key-scenarios are considered
• No Resonance Attack Scenario (NR): There are no resonance attacks affecting the grid. A small load step variation

of 0.3 (p.u.) takes place in Area 1 at the time instant t = 5 seconds, whilst a similar load step variation of 0.35 (p.u.)
takes place in Area 2 at t = 10 seconds.

• Resonance Attack Scenario (RA): The load step variations characterising Scenario NR still take place. Additionally,
a resonance attack is launched in Area 1 at the time instant t = 5 and it is governed by

∆L1 = −0.3sign(r1(t− 0.25)) (23)

• Resonance Attack Compensation Scenario (RC): The same features of Scenario (RA) are considered, and in addition
the proposed detection, reconstruction and mitigation strategy is implemented.

A. Scenario (NR)

During this attack-free scenario, unsurprisingly the existing PI frequency controllers of each area are able to bring back
to zero the frequency deviation, as shown in Figure 3-(a-b), following the two load step variations depicted in Figure 3-(c).

B. Scenario (RA)

If a resonance attack in the form of (23) is launched in Area 1 (see Figure 3-(f)), the frequencies deviates in both the
areas. In Area 1, which is the most affected, the peak of ∆f1 exceeds the value of 0.04 Hz, as shown in Figure 3-(d) .
Furthermore, the attack sensibly deteriorates the performances of the exiting PI controllers, as noticeable from Figure 3-(e).



TABLE II
PERFORMANCE METRIC FOR SCENARIO (RA) AND (RC). |∆L1| = 0.3 (P.U.)

M∆f

(RA) 0.0810
(RC) 0.0128 84% lower than (RA)

C. Scenario (RC)

The benefits of the proposed BESS-based attack mitigation strategy are evaluated in Scenario (RC). In particular, the
frequency deviations are sensibly smaller, as shown in Figure 3-(g). The accurate estimation of the resonance attack is
displayed in Figure 3-(j), whilst the time evolution of the output power of the BESS is shown in Figure 3-(k).

D. Performance Metric Results

Table II compares the value of M∆f between Scenario (RA) and (RC). If the mitigation is adopted (Scenario (RC)), the
metric is 84% smaller than Scenario (RA). Furthermore, for Scenario (RC), different values in the interval [0.1, 0.3] (p.u)
of |∆L1| have been considered. For each of these values, the performance metric M∆f is evaluated and shown in Figure
3-(l).

V. CONCLUSIONS

In this paper, a novel STA-inspired estimation and control scheme has been proposed to detect, reconstruct and mitigate
load altering cyber attacks in modern smart grids. The STA has been applied to detect/reconstruct the attack and control the
BESS to mitigate its effect by compensating for sudden power fluctuations. The numerical simulations have been focused
on three key-scenarios and they have validated the effectiveness of this study. Further research directions, which are being
prepared by the authors, can follow starting from the present manuscript. For example, it is worth mentioning the development
of SM-based frameworks for control and cyber security, including also other types of cyber attacks.
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