
Nonlinearity
            

PAPER • OPEN ACCESS

Rate-induced tipping: thresholds, edge states and
connecting orbits
To cite this article: Sebastian Wieczorek et al 2023 Nonlinearity 36 3238

 

View the article online for updates and enhancements.

You may also like
Climate change induced socio-economic
tipping points: review and stakeholder
consultation for policy relevant research
Kees C H van Ginkel, W J Wouter Botzen,
Marjolijn Haasnoot et al.

-

Experimental verification of the relation
between the delay time and the tipping
angle for a superradiant pulse
Jin-Hong Chen and Xi-An Mao

-

Estimating rate-induced tipping via
asymptotic series and a Melnikov-like
method
Christian Kuehn and Iacopo P Longo

-

This content was downloaded from IP address 144.173.255.225 on 31/05/2023 at 15:34

https://doi.org/10.1088/1361-6544/accb37
/article/10.1088/1748-9326/ab6395
/article/10.1088/1748-9326/ab6395
/article/10.1088/1748-9326/ab6395
/article/10.1088/0022-3727/32/7/003
/article/10.1088/0022-3727/32/7/003
/article/10.1088/0022-3727/32/7/003
/article/10.1088/1361-6544/ac62dc
/article/10.1088/1361-6544/ac62dc
/article/10.1088/1361-6544/ac62dc


Nonlinearity

Nonlinearity 36 (2023) 3238–3293 https://doi.org/10.1088/1361-6544/accb37

Rate-induced tipping: thresholds, edge
states and connecting orbits

Sebastian Wieczorek1,3,∗, Chun Xie1 and Peter Ashwin2,3

1 School of Mathematical Sciences, University College Cork, Cork, T12 XF62,
Ireland
2 Centre for Systems, Dynamics and Control, Department of Mathematics and
Statistics, University of Exeter, Exeter EX4 4QF, United Kingdom

E-mail: sebastian.wieczorek@ucc.ie

Received 7 December 2021; revised 8 January 2023
Accepted for publication 6 April 2023
Published 11 May 2023

Recommended by Dr Hinke M Osinga

Abstract
Rate-induced tipping (R-tipping) occurs when time-variation of input paramet-
ers of a dynamical system interacts with system timescales to give genuine
nonautonomous instabilities. Such instabilities appear as the input varies at
some critical rates and cannot, in general, be understood in terms of autonom-
ous bifurcations in the frozen system with a fixed-in-time input. This paper
develops an accessible mathematical framework for R-tipping in multidimen-
sional nonautonomous dynamical systems with an autonomous future limit.We
focus on R-tipping via loss of tracking of base attractors that are equilibria in
the frozen system, due to crossing what we call regular R-tipping thresholds.
These thresholds are anchored at infinity by regular R-tipping edge states:
compact normally hyperbolic invariant sets of the autonomous future limit sys-
tem that have one unstable direction, orientable stable manifold, and lie on a
basin boundary. We define R-tipping and critical rates for the nonautonomous
system in terms of special solutions that limit to a compact invariant set of the
autonomous future limit system that is not an attractor. We focus on the case
when the limit set is a regular edge state, introduce the concept of edge tails,
and rigorously classify R-tipping into reversible, irreversible, and degenerate
cases. The central idea is to use the autonomous dynamics of the future limit
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system to analyse R-tipping in the nonautonomous system. We compactify the
original nonautonomous system to include the limiting autonomous dynamics.
Considering regular R-tipping edge states that are equilibria allows us to prove
two results. First, we give sufficient conditions for the occurrence of R-tipping
in terms of easily testable properties of the frozen system and input variation.
Second, we give necessary and sufficient conditions for the occurrence of
reversible and irreversible R-tipping in terms of computationally verifiable
(heteroclinic) connections to regular R-tipping edge states in the autonomous
compactified system.

Keywords: R-tipping, critical transitions, compactification, thresholds,
edge states, heteroclinic orbits,
asymptotically autonomous dynamical systems

Mathematics Subject Classification numbers:
34C37, 34C45, 34E15, 37B55, 37C29, 37C60, 37M20
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1. Introduction

Instability in the evolution of an open system subject to time-varying external conditions is
a vitally important problem in many areas of applied science, including climate, ecology and
biology. In particular, ‘tipping points’ or ‘critical transitions’ are large, sudden and often irre-
versible changes in the state of the system in response to small and slow changes in the external
conditions. Consider an open system near a stable state (the base attractor). We might expect
that, as external conditions change with time, the stable state will change too. We describe
this phenomenon as a moving stable state. Furthermore, we expect that the boundary of the
basin of attraction of this stable state will change too. In many cases the system may adapt
to changing external conditions and track the moving stable state. However, tracking may not
always be possible. Nonlinearities, competing timescales and feedbacks in the system mean
that the stable state may turn unstable or disappear. Alternatively, the system may cross the
moving basin boundary and evolve away from the moving stable state. When this happens,
the system tips to a different state. The different state may be long-lived (another attractor in
a multi-stable system) or short-lived (a transient response in an excitable system).

Our focus is on an interesting and relatively new tipping phenomenon, in which the open
system fails to track a moving stable state as external conditions vary at some critical rate(s).
Finding these critical rates and characterising what happens when they are exceeded is of great
interest in the natural sciences. From a mathematical viewpoint, such tipping corresponds to
a genuine nonautonomous instability in the corresponding nonautonomous dynamical system
with time-varying input parameters, also referred to as external inputs. The two main obstacles
to mathematical analysis of such tipping are: (a) inability to explain it in terms of a classical
autonomous bifurcation of the stable state in the frozen system with fixed-in-time external
inputs, and (b) the absence of compact stable states such as equilibria, limit cycles or tori in
the nonautonomous system. Thus, it requires development of mathematical techniques bey-
ond classical autonomous bifurcation theory [71]. Existing approaches include, for example,
identifying a ‘safe region’ about the moving stable state [12, 17, 91], using geometric singular
perturbations [85, 92, 95, 129, 131], finite-time Lyapunov exponents [47, 52, 64, 83], local
pullback attractors [6, 7, 11, 64, 70, 75, 98, 99] or snapshot attractors [33, 61], Melnikov-like
methods [70], as well as most likely tipping paths [23, 103] and tipping probabilities [43] in
the presence of noise.
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This work overcomes obstacles (a) and (b) as follows. We relate the actual state of the
nonautonomous system to the moving stable state to develop an accessible mathematical
framework for such tipping phenomena. Within this framework we use the compactification
technique developed in [132] in combination with geometric singular perturbation theory [39,
59, 122, 130] to give rigorous results that are both easily verifiable and relevant for a wide range
of applications. Most importantly, we extend a number of key rigorous results from [11] for
irreversible R-tipping in one-dimensional (scalar) systems to arbitrary dimension and to differ-
ent cases of R-tipping, including reversible R-tipping that can occur only in higher dimensions.
Our approach is guided by illustrative numerical examples of different cases of R-tipping in
higher dimension, which are given in [133].

1.1. Motivation: critical factors and R-tipping

In applications, it is important to determine critical factors for tipping [12]. The most com-
monly studied critical factor is a critical level of the external input at which the moving stable
state of a complex system disappears or destabilises in a classical dangerous4 bifurcation, caus-
ing the system to suddenly move to a different state [11, 68, 93, 102, 124]. Critical levels have
been identified in many different contexts: the collapse of thermohaline circulation past the
critical level of fresh-water influx into the North Atlantic [4, 29, 74] loss of submerged veget-
ation in shallow turbid lakes past the critical level of nutrient concentration [108, chapter 7],
forest-to-desert transitions below the critical level of precipitation [108, chapter 11], power
outage blackouts past the critical level of power consumption [19, 31], and in the reports of
the Intergovernmental Panel for Climate Change [118] which specify critical levels of atmo-
spheric temperature and CO2 concentration. The underlying dynamical mechanism is illus-
trated in a simple example in figure 1(a). As the external input changes in time, the position
of the stable state changes too. The nonautonomous system can track the moving stable state
as long as it persists, provided that the external input varies slowly enough. However, there
may be a critical level of the external input at which the moving stable state disappears or
destabilises in a classical bifurcation [11, lemma 2.3]. If the bifurcation is dangerous, there is
no nearby stable state to track beyond the critical level, and the system suddenly moves to a
different state. Note that the critical transition in figure 1(a):

• Requires a critical level of the external input—a classical dangerous bifurcation of the stable
state in the frozen system with fixed-in-time external inputs [68, 88, 124].

• Occurs no matter how slowly the external input passes through the critical level.

This nonautonomous instability has been described as a dynamic bifurcation [34], adiabatic
bifurcation [64] or bifurcation-induced tipping (B-tipping) [12]. The key point is that it can be
understood in terms of a classical autonomous bifurcation of the moving stable state. In the
presence of noise, there may be early warning signals of the impending bifurcation, and there
has been much progress in understanding when such signals may be present [18, 20, 26, 27,
30, 109].

However, critical levels of the external input are not the only critical factor for sudden
transitions. Other factors may arise in a system that is given insufficient time to adapt [110,
120, 131], that is subjected to fast fluctuations (noise) [12, 30], that is close to basin boundary

4 Dangerous bifurcations have a discontinuity in the parametrised family (or branch) of attractors at the bifurcation
point and include, for example, saddle-node and subcritical Hopf bifurcations [125].
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Figure 1. The conceptual difference between (a) B-tipping and (b) R-tipping for mono-
tonically changing external inputs. The (solid black) moving stable state is a stable state
of the frozen system for different values of a fixed-in-time external input. The (col-
our) trajectories show the system behaviour for a time-varying external input. (a) In
B-tipping, there is a critical level of the external input, and tipping occurs for any rate
of passage through the critical level. (b) In R-tipping, there is no critical level, but there
is a critical rate of change of the external input above which the system fails to track
the moving stable state and tips. The (blue) special critical-rate trajectory tracks what
we define as a repelling R-tipping threshold.

and may spend long period of time near (unstable) states of saddle type [16, 45, 68], or is
sensitive to the spatial extent, spatial location or spatial change of the external input [14, 44,
56, 107, 119]. What is more, real-world tipping phenomena may involve an interplay between
different critical factors [88, 102, 117].

The focus of this work is on systems that are particularly sensitive to how fast the external
input changes [60, 101]. Such systems may not even have any critical levels of the external
input, but they may have critical rates of change of the external input: they suddenly and
unexpectedly move to a different state if the external input changes faster than some critical
rate. Although critical rates are less understood than critical levels, they are equally relevant
and ubiquitous [6, 8, 9, 12, 14, 25, 62, 63, 74, 82, 85, 86, 88, 92, 96, 110, 114, 121, 126–
129, 131]. In particular, critical rates are of special interest in climate science and ecology in
the contexts of global warming, increasing climate variability, and ensuing failure to adapt
to changing external conditions: the moving stable state is continuously available, but the
system is unable to adjust to its changing position when the change happens slowly but too
fast. This is evidenced by reports of contemporary and projected climate variability being
too fast for animals and plants to migrate or adapt [14, 58, 72, 126], critical dependence of
thermohaline circulation on the rate of North-Atlantic fresh-water influx [6, 74, 77] and the rate
of CO2 emissions [120], sudden release of soil carbon from peatlands into the atmosphere [25,
78, 131] that can be accompanied by ‘zombie wildfires’ [92, 113] above some critical rate
of atmospheric warming, climate-related ‘critical-rate hypothesis’ in the context of coastal
wetlands responding to rising sea level [86] and more generally ecosystems subject to rapid
changes in external conditions such as wet El Niño Southern Oscillation years, droughts, or
disease outbreaks [88, 110].

There are many other areas of science where critical rates are important. In neuroscience,
in addition to type-I or II nerves which ‘fire’ above some level of externally applied voltage,
there are type-III excitable nerves that are able to accommodate slow changes in an externally
applied voltage up to very high voltage levels. What is necessary for type-III nerves to ‘fire’ is
a fast enough increase in an externally applied voltage, rather than a high enough voltage level,
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and this rate-dependence allows the brain for accurate coincidence detection [46, 49, 55, 85,
106]. In competitive economy, there is a related ‘chasing problem’ in the context of supply,
demand and prices trying to adapt to a changing equilibrium [54].

The general concept of rate-induced tipping is illustrated in figure 1(b). When the external
input changes in time, the nonautonomous system tries to track the moving stable state. Track-
ing is guaranteed if the external input changes slowly enough [11, lemma 2.3]. However, above
some critical rate of the external input change, the system can no longer track themoving stable
state and may suddenly move to a different state. Note that the critical transition in figure 1(b):

• Does not require any critical level of the external input—there need not be any classical
bifurcation of the stable state in the frozen system with fixed-in-time external inputs.

• Occurs only if the external input varies faster than some critical rate.
• Can be irreversible: the system fails to track the moving stable state, suddenly moves to a

different stable state5, and never returns to the original stable state; see for example [63, 88,
110].

• Can be reversible: the system fails to track the moving stable state, makes a large excursion
away from it, then returns to the original stable state, and this processmay happen repeatedly;
see for example [85, 92, 95, 129, 131].

We describe such a genuine nonautonomous instability as a rate-induced tipping or simply
R-tipping [12]. By ‘genuine nonautonomous’ we mean that, unlike B-tipping, R-tipping can-
not, in general, be understood in terms of a classical autonomous bifurcation of a moving stable
state. Nonetheless, in the presence of noise, some of the early-warning signals identified for
B-tipping may also occur for R-tipping [103].

We highlight that R-tipping is somewhat counter-intuitive and difficult to analyse for a
number of reasons. In addition to the fact that R-tipping cannot be simply explained in terms
of a classical bifurcation of the stable state in a frozen system [88], R-tipping may occur for
external input rates that are much slower than the rate of convergence towards the stable state
in the frozen system [129]. The reason is that tracking requires the convergence rate towards
the moving stable state to be faster than the speed of the moving stable state in the phase
space. Thus, if the position of the stable state in the phase space is sufficiently sensitive to
changes in the input parameters, then R-tipping may occur for external inputs varying more
slowly than the convergence rate towards the stable state [12, 48]. Moreover, there may be
no obvious R-tipping threshold separating initial conditions that track the moving stable state
from those that R-tip. The separatrix in the nonautonomous system can be an intricate fractal
or a non-obvious quasithreshold [85, 92, 94, 131, 133]. Lastly, reversible R-tipping poses a
mathematical challenge to capture transient and thus quantitative instabilities because the sys-
tem exhibits the same asymptotic (long-term) behaviour below and above a critical rate. This
has previously made reversible R-tipping difficult to define rigorously, even using modern
concepts from the theory of nonautonomous dynamical systems [11]. These counter-intuitive
properties of R-tipping further motivate and highlight the need for the development of a math-
ematical framework that is easily accessible to applied scientists.

1.2. Summary of main results and outline of paper

This paper develops an applicable theory of R-tipping via loss of end-point tracking of a mov-
ing sink in multidimensional systems for external inputs that vary smoothly with time and

5 Often referred to as an ‘alternative stable state’.
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decay exponentially to a constant at infinity. The theory allows us to extend rigorous criteria
from [11] for irreversible R-tipping in one-dimensional (scalar) systems to arbitrary dimension
and to different cases of such R-tipping.

The paper is organized as follows. Section 2 introduces multidimensional nonautonomous
systemswith asymptotically constant input parameters. Additionally, it introduces a rate para-
meter r> 0 that characterises the ‘rate’ of time variation of the input parameter(s) along some
input parameter path. Section 3 defines moving sinks on a time interval I, which are hyper-
bolic sinks of the frozen system parametrised by time for a given time variation of the input
parameter(s). Then, it characterises R-tipping from base attractors that are hyperbolic sinks as
failure of the nonautonomous system to track a moving sink via: (i) loss of end-point tracking
and (ii) loss of δ-close tracking. As a starting point for analysis of R-tipping via los of end-
point tracking, section 4 develops a theory of regular thresholds and regular edge stateswithin
the frozen system, and defines moving regular thresholds and moving regular edge states in
a similar way to moving sinks. Roughly speaking, regular edge states are compact normally
hyperbolic invariant sets with orientable codimension-one stable manifolds (one unstable dir-
ection), and regular thresholds are forward invariant subsets of stable manifolds of regular edge
states. Crucially, section 4 introduces the important and easily verifiable property of (forward)
threshold instability of a (moving) sink. Section 5 gives a precise definition of R-tipping via
loss of end-point tracking in multidimensional nonautonomous systems with asymptotically
constant inputs in terms of special solutions that limit to a compact invariant set of the future
limit system that is not an attractor. It identifies R-tipping thresholds that are typically respons-
ible for loss of end-point tracking and separate nonautonomous solutions that R-tip from those
that do not in such systems. Additionally, it defines regular R-tipping edge states and their
edge tails. Regular R-tipping edge states are examples of non-attracting limit sets that anchor
the important regular R-tipping thresholds at infinity. The new concept of edge tails allows
us to classify R-tipping via loss of end-point tracking into reversible, irreversible and degen-
erate cases by focusing on limit sets that are regular R-tipping edge states. Section 6 intro-
duces and summarises results from [132] on compactification of nonautonomous dynamical
systems with exponentially asymptotically constant external inputs. It includes the following
key technical results. Proposition 6.4 relates a local pullback attractor anchored at negative
infinity by a hyperbolic sink to an invariant unstable manifold of a hyperbolic saddle in the
compactified system, a regular R-tipping threshold to an invariant stable manifold of the cor-
responding regular R-tipping edge state in the compactified system, and each edge tail to one
branch of the invariant unstable manifold of the regular R-tipping edge state in the compacti-
fied system. Proposition 6.5 uses these relations to characterise R-tipping in terms of edge tail
behaviour.

The main results of the paper are presented in section 7 for moving sinks and regular R-
tipping edge states that are hyperbolic equilibria. Theorem 7.1 shows that nonautonomous
solutions track moving sinks of the frozen system, while theorem 7.2 shows that regular R-
tipping thresholds track moving regular thresholds of the frozen system, as long as the rate
parameter r is sufficiently small. For moving sinks on I= R, theorem 7.3 gives criteria for the
existence of R-tipping via loss of end-point tracking in the nonautonomous system in terms of:
(i) threshold instability of a hyperbolic sink in the frozen system on a given parameter path, and
(ii) forward threshold instability of a moving sink of the frozen system for a given time-varying
external input. This theorem generalizes results from [11] for one-dimensional (scalar) systems
in the sense that threshold stability does not guarantee tracking in higher-dimensional systems;
see for example [63, 133]. We finish this section by identifying different cases of R-tipping
via loss of end-point tracking in the nonautonomous system with a connecting (heteroclinic)
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orbit in the autonomous compactified system. In particular, proposition 7.1 identifies (non-
degenerate) reversible and irreversible R-tipping in the nonautonomous system with presence
of a non-degenerate connecting (heteroclinic) orbit6 to a regular R-tipping edge state in the
compactified system. This means that powerful numerical tools for detection and parameter
continuation of connecting (heteroclinic) orbits can be applied to practically find critical rates
for R-tipping via loss of end-point tracking.

Finally, section 8 highlights some open questions associated with extending our results
to more general settings. These settings include asymptotically constant external inputs that
decay slower than exponentially or are not asymptotically constant, R-tipping frommore com-
plicated base attractors, involving more complicated R-tipping edge states, thresholds that
are not regular, quasithresholds that are typically responsible for R-tipping via loss of δ-
close tracking, and R-tipping in spatially extended systems modelled by partial differential
equations. This paper is complementary to [132] which develops the theory of compactifica-
tion for asymptotically autonomous dynamical systems, and to [133] which presents a number
of illustrative numerical examples of R-tipping.

2. The problem setting

We consider a nonlinear nonautonomous system

ẋ= f(x,Λ(t)), (1)

with the state variable x ∈ Rn, time t ∈ R, C1-smooth time-varying external input Λ : R→ Rd,
and C1-smooth vector field f : Rn×Rd → Rn, where ẋ denotes dx/dt.

2.1. Parametrised nonautonomous system: rates of change

We are interested in understanding nonautonomous R-tipping instabilities that appear on vary-
ing the time scale or ‘rate of change’ of an external input. To address this question, we
extend (1) to a parametrised family of nonautonomous systems

ẋ= f(x,Λ(rt)), (2)

where r> 0 is a constant rate parameter [6, 11, 12, 131]. We refer to t as the time scale
of the system, and to τ = rt as the time scale of the external input7. It is important to note
that, typically, both the external input and solutions of (2) depend on r. Therefore, it will be
convenient to analyse R-tipping on the time scale τ of the external input, where only solutions
to the problem depend on r. To this end, we rewrite (2) in terms of τ , and consider

x ′ = f(x,Λ(τ))/r, (3)

where x′ denotes dx/dτ .

2.2. Frozen system

Although R-tipping is a genuine nonautonomous instability of the nonautonomous system,
much can be understood about R-tipping from properties of the autonomous frozen system

ẋ= f(x,λ), (4)

6 We give non-degeneracy conditions for connecting orbits in remark 7.3.
7 Note that if t is in units second and r is in units inverse second then τ is dimensionless.

3245



Nonlinearity 36 (2023) 3238 S Wieczorek et al

with a fixed-in-time input parameter λ corresponding to a possible value of the external
input [11]. The frozen system is sometimes called a quasistatic system or an instantaneous
system. We will be interested in families of equilibria of the frozen system (4) that vary C1-
smoothly with λ, which are also referred to as branches of equilibria. Note that, for fixed r> 0,
one can write (4) in the time scale of the external input, namely

x ′ = f(x,λ)/r, (5)

and that (4) and (5) clearly have the same invariant sets, qualitative stability and bifurcations
on varying λ.

2.3. Asymptotically constant inputs: future and past limit systems

When developing a theory of R-tipping, one needs to specify a class of possible external inputs
Λ(τ). For arbitrary time-dependent inputs, the theory of nonautonomous systems [64] sum-
marises work in this area and gives general results on attraction and stability. Here, we focus
on a case that is more specific, relevant to applications, and allows us to make further pro-
gress on the nonautonomous problem (3). In particular, it allows us to extend results from [11]
to arbitrary dimension and to different cases of R-tipping. To be more precise, we consider
response of an open system to non-periodic external inputs that limit to a constant as time
tends to positive and possibly negative infinity:

Definition 2.1. We say that Λ(τ) is bi-asymptotically constant with future limit λ+ and past
limit λ− if

lim
τ→+∞

Λ(τ) = λ+ ∈ Rd and lim
τ→−∞

Λ(τ) = λ− ∈ Rd. (6)

We say Λ(τ) is asymptotically constant if one of the limits above exists.

Remark 2.1. A bi-asymptotically constant Λ(τ) need not be monotone or indeed one-
dimensional, which is a generalization of the parameter shifts considered in [11]. For example,
for a scalar Λ(τ), we do not require the supremum or infimum of Λ(τ) to be λ+ or λ−; see
figure 2(a).

Such inputs are used widely in different areas of applied science as mathematical models
of finite-time disturbances, saturated growth processes and decay phenomena. Furthermore,
they are a natural choice for defining and analysing R-tipping rigorously: they allow us to
identify possible asymptotic states of the system when the disturbance is gone, and discuss
changes in the asymptotic state for different rates r of the input. The main simplification is that
nonautonomous problem (3) becomes asymptotically autonomous in the terminology of [13,
64, 79, 89]:

f(x,Λ(τ))→ f(x,λ±) as τ →±∞.

For the case of bi-asymptotically constant Λ(τ) we can define the autonomous future limit
system

ẋ= f(x,λ+), (7)

and the autonomous past limit system

ẋ= f(x,λ−), (8)

which are special cases of the autonomous frozen system (4).
One of the main contributions of this work is to use autonomous dynamics and compact

invariant sets (in particular equilibria and invariant manifolds) of the limit systems (7) and (8)
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Figure 2. (a) Example of a bi-asymptotically constant (scalar) external input Λ(τ) with
the future limit λ+ and the past limit λ−, together with two parameter paths: (blue)
parameter path PΛ ⊂ R traced out by this Λ(τ), and (purple) parameter path PΛ,I ⊂ PΛ

traced out by this Λ(τ) on a given time interval I= (τ−, τ+). Note that λ+ and λ− do
not lie on the boundary of PΛ. (b) Examples of a parameter path P in Rd = R2.

to analyse nonautonomous R-tipping instabilities in system (2) or (3). While related questions
have been investigated in the past [21, 50, 79, 105, 123], a particular novelty of our approach
is that we relate trajectories of the nonautonomous system (3) and compact invariant sets of
the autonomous limit systems (7) and (8) to one autonomous compactified system. This can be
achieved by applying the compactification technique that was developed in [132] for system (1)
with arbitrary decay of external inputs Λ(t). The technique is reviewed in section 6 from the
viewpoint of R-tipping in system (3) and exponentially decaying external inputs Λ(τ).

2.4. Solutions and trajectories of the parametrised nonautonomous system

Throughout the paper, dependence of solutions and trajectories of the nonautonomous sys-
tem (3) on r is indicated by superscript [r]. For example, we write

x[r](τ,x0, τ0) ∈ Rn,

to denote a solution8 to system (3) at time τ started from x0 at initial time τ 0 for a fixed rate r.
We also write

trj[r](x0, τ0) =
{
x[r](τ,x0, τ0) : τ ⩾ τ0

}
⊂ Rn,

to denote the corresponding trajectory from (x0, τ0). For bi-asymptotically constant inputs
Λ(τ), if e− is a sink for the autonomous past limit system (8) and x[r](τ,x0, τ0)→ e− as
τ →−∞, we write this solution as

x[r](τ,e−) ∈ Rn.

We also write the corresponding trajectory as

trj[r](e−) =
{
x[r](τ,e−) : τ ∈ R

}
⊂ Rn.

8 This is the flow x(τ) = φ(τ,τ0,x0) written as a process [64] with the r dependence explicitly shown. Given a
solution x[r](τ,x0, τ0) to system (3), one can easily obtain the corresponding solution to system (2) by setting t= τ/r
and t0 = τ0/r. However, it is important to note that, for different r> 0, a fixed initial state (x0, τ0) in system (3)
corresponds to a fixed value of the external input Λ(rt0), but different initial states (x0, t0) = (x0, τ0/r) in system (2).
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If the sink e− is hyperbolic then one can show [6, 11] that x[r](τ,e−) is unique and can be
understood as a local pullback attractor for the nonautonomous system (3). We sometimes
simply write

x[r](τ) ∈ Rn,

to mean either x[r](τ,x0, τ0) or x[r](τ,e−), and

trj[r] ⊂ Rn,

to mean either trj[r](x0, τ0) or trj
[r](e−), depending on the context. Note that solutions x[r](τ)

and trajectories trj[r] started from the same initial state (x0, τ0), or limiting to the same sink e−,
will typically vary nontrivially with r> 0.

2.5. Parameter paths

To give easily testable criteria for R-tipping, it is convenient to work with a parameter path
that is traced out by the external input Λ(τ) in the parameter space Rd. We write S to denote
the closure9 of S, and define:

Definition 2.2. A parameter path is a compact subset of the input parameter space Rd, that is
the closure of an image of a C1-smooth function from R to Rd.

(a) A given parameter path is denoted by P.
(b) A parameter path traced out by a given external input Λ(τ) is denoted by

PΛ = {Λ(τ) : τ ∈ R} ⊂ Rd. (9)

(c) A parameter path traced out by a given external input Λ(τ) on a given time interval I=
(τ−, τ+), where τ± may be ±∞, is denoted by

PΛ,I = {Λ(τ) : τ ∈ I} ⊆ PΛ. (10)

Remark 2.2. Note that P can be traced out by (infinitely) many different external inputs, PΛ,I

may be traced out by a given external input Λ also on time intervals other than I, PΛ and PΛ,I

are independent of the rate r> 0 of the external input Λ, and PΛ,R = PΛ.

Figure 2 shows examples of (a) PΛ and PΛ,I in a one-dimensional parameter space, and
(b) examples of P in a two-dimensional parameter space [5, 88]. An external input Λ(τ) may
traverse the parameter pathPΛ over time in a complicatedmanner, for example bymoving back
and forth along the path repeatedly, and with a varying speed ∥Λ ′(τ)∥, as shown in figure 2(a).
Moreover, the future limit λ+ and, if it exists, the past limit λ− of Λ(τ) need not lie on the
boundary of PΛ; see also remark 2.1.

3. Tracking and failure to track of moving sinks

In this section we explore the response of the nonautonomous system (2) or (3) to external
inputs Λ. First, we introduce the intuitive concept of a moving sink—a smooth family of
instantaneous positions of a hyperbolic sink for the autonomous frozen system (4) that does

9 The smallest closed subset of Rd containing S.
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not depend on the rate parameter r> 0 when viewed on the external input time scale τ . Then,
we discuss the relation between the moving sink and rate-dependent solutions x[r](τ) to sys-
tem (3) for different but fixed r> 0. A similar setting was used previously [6, 11, 12, 75, 88,
94, 131] to understand the dynamical behaviour of (3) in terms of:

• Tracking of a moving sink by x[r](τ) for sufficiently small but non-zero rates r.
• Failure to track a moving sink via a nonautonomous R-tipping instability that can appear at

higher rates r= rc. This includes potential multiple transitions between tracking and tipping
as r is increased [75, 88, 92].

3.1. Moving sinks

We consider a base attractor in the autonomous frozen system (4) that variesC1-smoothly with
λ. Our focus is on a linearly stable equilibrium (a hyperbolic sink) that continues and does not
bifurcate along (some part of) a parameter path traced out by a given external input λ= Λ(τ).
We will be interested in how the position of such an equilibrium changes over time.

Definition 3.1. Suppose the autonomous frozen system (4) has an equilibrium e(λ) for some
connected set of values of λ. Consider an external input Λ(τ) that traces out a parameter path
PΛ,I on a time interval I= (τ−, τ+)⊆ R, where τ± can be ±∞. Then,

(a) We say e(Λ(τ)) is a moving sink on I if e(λ) is a hyperbolic sink that varies C1-smoothly
with λ ∈ PΛ,I.

(b) If Λ(τ) is asymptotically constant to λ+ and e(Λ(τ)) is a moving sink on I= (τ−,+∞),
we define the future limit e+ of a moving sink

e+ = e(λ+),

which is a hyperbolic sink for the autonomous future limit system (7).
If Λ(τ) is asymptotically constant to λ− and e(Λ(τ)) is a moving sink on I= (−∞, τ+),
we define the past limit e− of a moving sink

e− = e(λ−),

which is a hyperbolic sink for the autonomous past limit system (8).

A moving equilibrium on a time interval I is an equilibrium of the autonomous frozen sys-
tem (4) parametrised by time τ ∈ I for a given input λ= Λ(τ). It is sometimes called a quasi-
static equilibrium or an instantaneous equilibrium. Guided by the intuition from figure 1(b),
we often focus on the special case I= R, namely where moving equilibria continue and do not
bifurcate along the whole parameter path PΛ traced out by Λ(τ). Note that the moving equi-
librium e(Λ(τ)) depends on f and on the shape of the external inputΛ, but does not depend on
the rate parameter r> 0 (though its eigenvalues do depend on r when viewed on the external
input timescale τ ; see equation (5)). We consider moving equilibria in the phase space Rn

of the nonautonomous system (3), but note that they are not solutions to (3). However, mov-
ing equilibria can serve as a useful point of reference for discussing rate-dependent solutions
x[r](τ) to (3). For example, they can approximate x[r](τ)when r is sufficiently small, as we see
in section 3.2.
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3.2. Tracking moving sinks

We will be interested in how a rate-dependent solution x[r](τ) of (3) changes over time rel-
ative to a moving sink e(Λ(τ)) for a given external input Λ(τ) and different rates r> 0. As
noted in [6, 11], there are several ways to understand tracking of a moving sink, depending
on whether we need closeness at all points in time, or just in the future limit τ →+∞. The
following definition formalises this.

Definition 3.2. Consider a nonautonomous system (3) with an external input Λ(τ). Suppose
there is a moving sink e(Λ(τ)) on I= (τ−, τ+), where τ± may be ±∞. For any fixed δ > 0
and r> 0:

(a) We say x[r](τ) δ-close tracks e(Λ(τ)) on I if

∥x[r](τ)− e(Λ(τ))∥< δ for all τ ∈ I. (11)

(b) Suppose in addition that Λ(τ) is asymptotically constant to λ+, e(Λ(τ)) is a moving sink
on I= (τ−,+∞), and recall that e(Λ(τ)) limits to e+. Then, we say x[r](τ) end-point
tracks e(Λ(τ)) on I if x[r](τ) exists for all τ ∈ I and

x[r](τ)→ e+ as τ →+∞. (12)

Remark 3.1. We define δ-close tracking for x[r](τ) on any time interval I= (τ−, τ+), and end-
point tracking for x[r](τ) on a (semi)infinite time interval I= (τ−,+∞), where τ± may be
±∞. This is a generalisation of the δ-close and end-point tracking definitions used in [11],
which restrict to tracking by pullback attractors x[r](τ) = x[r](e−, τ) on I= R.

Theorem 7.1 gives criteria that sufficiently small rate parameter r (i.e. slow enough motion
of hyperbolic sinks on the system time scale t) will give δ-close and end-point tracking for any
δ > 0. Tracking of more complicated attractors10 such as limit cycles [5, 6], tori and chaotic
attractors [3, 61] is discussed in section 8 and left for future study.

3.3. Failure to track: nonautonomous R-tipping instability

We use the notion of R-tipping to describe two types of genuine nonautonomous instabilities
that occur through loss of tracking in the following manner:

• Loss of end-point tracking: A rate-dependent solution x[r](τ) fails to end-point track a mov-
ing sink e(Λ(τ)) at some rate r= rc [11, 70, 75, 88, 110]. This instability is a qualitative
change, it can thus be classified as a genuine nonautonomous bifurcation.

• Loss of δ-close tracking: For a given δ > 0, a rate-dependent solution x[r](τ) end-point tracks
a moving sink e(Λ(τ)) for all r> 0, but fails to δ-close track e(Λ(τ)) at some rate r= rc(δ)
that depends on the choice of δ [85, 92, 129, 131, 133]. This instability is a quantitative
change, but cases of interest may be classified as finite-time bifurcations [100].

10 See appendix A.4 for the definition of an attractor.
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This paper gives a rigorous characterisation of R-tipping that occurs via qualitative ‘loss
of end-point tracking’ in definition 5.1, and leaves quantitative ‘loss of δ-close tracking’ for
future research. For example, suppose that x[r](τ)→ e+ for 0< r< rc but

x[rc](τ) ̸→ e+ as τ →+∞.

If x[rc](τ) remains bounded then the system undergoes R-tipping according to our definition.
If such an rc is isolated, we call it a critical rate. One aim of this paper is to identify and
rigorously define possible cases of such R-tipping. In doing so, we note that the critical-rate
solution x[rc](τ) will typically converge to a compact invariant set11 η+:

x[rc](τ)→ η+ as τ →+∞,

that is not an attractor, not necessarily an equilibrium, and lies on the basin boundary of a sink
e+ in the future limit system (7) [88, 133]. If this set is hyperbolic with one unstable direction
and an orientable stable manifold12 then we call such an η+ a regular R-tipping edge state. This
in turn suggests other important notion: a regular R-tipping threshold which contains initial
states that converge to the regular R-tipping edge state in the nonautonomous system (3).

4. Thresholds and edge states for autonomous frozen systems

We consider thresholds in phase space as invariant sets that have two different sides and, in
some sense, give qualitatively different behaviour for trajectories started on different sides of
the threshold. We introduce different types of threshold, as summarized below:

• For the autonomous frozen system (4), we distinguish in section 4.1 between regular
thresholds and irregular thresholds.

• Given a regular threshold that varies C1-smoothly with λ, and a time-varying external
input Λ(τ), we define in section 4.2 moving regular thresholds as regular thresholds of the
autonomous frozen system (4) parametrised by time τ for λ= Λ(τ).

• For the nonautonomous system (3), we define in section 5.1 regular R-tipping thresholds.
These are nonautonomous forward-invariant sets that separate solutions x[r](τ) of (3) that
R-tip from those that do not.

Definition 4.3 uses regular thresholds to generalise, and in certain sense unify, the concepts
of ‘excitability thresholds’ for excitable systems [40, 57, 67, 131] and ‘multi-basin boundaries’
for multistable systems [97].

4.1. Regular thresholds, regular edge states and excitability

We restrict to thresholds that are repelling orientable embedded manifolds13, which we call
regular thresholds. Thresholds that are repelling but not orientable or not embedded manifolds
such as the fractal basin boundaries discussed in [1, 61, 80], we term irregular thresholds and
leave for future study. More precisely:

11 Notions of convergence to invariant sets η are discussed in appendix A.1.
12 Note that η+ is contained in its stable manifold, that is η+ ⊆Ws(η+).
13 We recall some notions used in discussion of differentiable manifolds in appendix A.2.

3251



Nonlinearity 36 (2023) 3238 S Wieczorek et al

Figure 3. Examples of a (blue) regular threshold θ and the associated regular edge state
η in a two-dimensional autonomous frozen system (4). (a) A regular edge state η that is
a hyperbolic saddle equilibrium. The associated regular threshold θ is any codimension-
one forward-invariant subset of the stable manifold of η, so that η ⊂ θ. This θ lies in the
basin boundary of one attractor, and the two sides of θ are in the basin of attraction of
the same attractor e1. (b) A regular edge state η that is a repelling hyperbolic limit cycle.
The associated regular threshold is the same limit cycle, so that η = θ. This θ lies on
the basin boundary of two attractors, and each side of θ lies in the basin of attraction
of a different attractor, that is e1 and e2. (c) A regular threshold θ that lies on the basin
boundary of three attractors.

Definition 4.1. In the n-dimensional autonomous frozen system (4), we define a regular
threshold θ ⊂ Rn as a codimension-one embedded orientable forward-invariant manifold that
is normally hyperbolic and repelling.

Remark 4.1. Recall that a forward-invariant manifold θ is normally hyperbolic if perturbations
transverse to θ can be characterised using exponentially growing or decaying modes, and these
rates of growth or decay are larger than any rate of growth or decay of perturbations within
the manifold. It is normally repelling if all transverse perturbations grow exponentially. More
precise statements can be found, for example, in [36, 39, 68].

Remark 4.2. Any codimension-one forward-invariant subset of a regular threshold is clearly
also a regular threshold. In this sense regular thresholds are not unique.

Remark 4.3. There is a close relationship between a regular threshold and a basin boundary
of an attractor:

(a) A regular threshold θ will typically be contained in the basin boundary of one or more
attractors. For example, figure 3 depicts regular thresholds θ that lie in the basin boundary
of (a) one attractor, (b) two attractors or (c) three attractors.

(b) Not all points on the basin boundary need to be in regular thresholds. In figure 3(a), a
regular threshold can be chosen to be any codimension-one connected subset of the stable
manifold of η containing η, in which case there will be parts of the stable manifold that
are part of the basin boundary of e1 but not part of the threshold. If a regular threshold is
chosen to be the entire stable manifold of η, as shown (in blue) in the figure, it still has
boundary that is a (black dot) source: this source is part of the basin boundary of e1 but
not part of the threshold.

The assumption of forward invariance means that a regular threshold may contain several
invariant sets that are attractors for the flow restricted to the threshold. Here, we consider
compact normally hyperbolic invariant sets η that are attracting within θ, together with their
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stable invariant manifolds14, denotedWs(η). Using notation inspired by work on fluid instabil-
ities [111, 112, 116] and climate instabilities [41, 76], we define a regular edge state as follows:

Definition 4.2. In the n-dimensional autonomous frozen system (4), consider a regular
threshold θ. We call a compact normally hyperbolic invariant set η ⊆ θ a regular edge state of
the regular threshold θ if η is an attractor15 for the flow restricted to θ and θ ⊆Ws(η).

Remark 4.4. Not every regular threshold θ can be associated with a unique regular edge state
η. For example, points in θ may limit to a continuum of equilibria that are neutrally stable
within θ, or they may limit to several different attractors within θ that are regular edge states
for forward-invariant subsets of θ.

Remark 4.5. Recall from definition 4.1 that, in an n-dimensional frozen system (4), a regular
threshold θ has dimension (n− 1). A regular edge state η may be of the same or lower dimen-
sion than θ. If η is of the same dimension as θ, then η = θ =Ws(η), and η is normally repelling.
Examples of such η include a repelling equilibrium for n= 1, a repelling limit cycle for n= 2
(see figure 3(b)), or more generally a repelling (n− 1)-torus. If η is of lower dimension than θ,
then η ⊂ θ ⊆Ws(η), and η is of saddle type owing to attraction within θ and normal repulsion
of θ. Examples of such η include a saddle equilibrium with one unstable direction as depicted
in figures 3(a) and (c), a saddle limit cycle with one unstable direction, or a saddle (n− 2)-torus
with one unstable direction.

The assumption of normal hyperbolicity implies that it is possible to extend regular edge
states and associated regular thresholds of the frozen system (4) to nearby λ; see [36, theorems
3 and 4]. We state this rigorously for regular edge states that are hyperbolic equilibria with
precisely one unstable dimension:

Proposition 4.1. Suppose that η∗ is a hyperbolic equilibrium with one unstable direction in
the autonomous frozen system (4) with λ= λ∗. Then:

(a) The equilibrium η∗ is a regular edge state. There exists a regular threshold θ∗ that is a
forward invariant subset of the stable manifold of η∗.

(b) There is an open neighbourhood Q of λ∗ in Rd such that η∗ can be continued to a family
of regular edge states η(λ), and θ∗ can be continued to a family of regular thresholds θ(λ)
containing η(λ). These families vary C1-smoothly with λ ∈ Q.

(c) There is a continuous parametrization of θ(λ) by x ∈ θ∗ and λ ∈ Q. This parameterization
can be chosen so that the normal vector ν(x,λ) to θ(λ) varies C1-smoothly with λ ∈ Q.

Proof. Note that η∗ is an unstable node in R, in which caseWs(η∗) = η∗, or a saddle in Rn⩾2,
in which case η∗ ∈Ws(η∗).

(a) We choose θ∗ to be a local stable manifold of η∗, denotedWs
loc(η

∗), as given by the stable
manifold theorem; see e.g. [69, theorem 2.1.2]. This means that θ∗ is topologically a
codimension-one ball that is forward invariant, contractable to η∗, and one can choose
a normal vector (an orientation) corresponding to the unstable eigenvector of η∗, which
varies smoothly with x ∈ θ∗. Thus, η∗ is a regular edge state and θ∗ is a regular threshold.

14 Note that the stable invariant manifold of η contains η.
15 See appendix A.4 for the definition of an attractor.

3253



Nonlinearity 36 (2023) 3238 S Wieczorek et al

(b) Applying results of Fenichel on persistence of normally hyperbolic invariant manifolds
that are compact and embedded (see [36, theorem 3] or [69, theorem 2.3.5]), there is an
open neighbourhood Q of λ∗ such that η∗ can be continued to a family of hyperbolic equi-
libria η(λ) that varies C1-smoothly with λ ∈ Q. Similarly, applying results on persistence
of stable/unstable manifolds of normally hyperbolic invariant manifolds (see e.g. [36, the-
orem 4] or [69, theorem 2.3.6]), Ws

loc(η
∗) can be C1-smoothly continued to a family of

stable manifolds of η(λ), and each of these manifolds contains a regular threshold θ(λ)
that varies C1-smoothly with λ ∈ Q.

(c) The continuous parameterization by (x,λ) is a consequence of applying results of [37] and
[38] or [69, theorem 2.3.12]. Orientability implies that there are two choices of a normal
vector ±ν(x) that vary smoothly with x ∈ θ∗ and λ ∈ Q, and thus a well-defined notion of
the two sides (e.g. inside/outside) of a regular threshold.

To relate our concept of regular thresholds to existing literature [67, 97], we distinguish
between notions of ‘excitability threshold’ for excitable systems and ‘multi-basin boundary’
for multistable systems as being different kinds of thresholds.

Definition 4.3. Let θ(λ) be a regular threshold for the autonomous frozen system (4).

(a) If θ(λ) is contained in the basin boundary of two or more attractors, we say that the
autonomous frozen system (4) is multistable with multi-basin boundary θ(λ).

(b) If θ(λ) is contained in the basin boundary of a single attractor, we say that the autonomous
frozen system (4) is excitable with excitability threshold θ(λ).

4.2. Moving regular thresholds and moving regular edge states

It follows from definition 4.2 that, if there is a regular edge state η(λ), then there is a regular
threshold θ(λ) containing η(λ). For a given external input Λ(τ), we use the notion of a para-
meter path PΛ,I from definition 2.2 and define moving regular edge states and moving regular
thresholds analogously to moving sinks, namely as follows:

Definition 4.4. Suppose the autonomous frozen system (4) has a codimension-one forward-
invariant manifold θ(λ) and a compact invariant set η(λ)⊆ θ(λ) for some connected set of
values of λ. Consider an external input Λ(τ) that traces out a parameter path PΛ,I on a time
interval I= (τ−, τ+)⊆ R, where τ± can be ±∞. Then,

(a) We say θ (Λ(τ)) is amoving regular threshold on I if θ(λ) is a regular threshold that varies
C1-smoothly with λ ∈ PΛ,I.

(b) We say η (Λ(τ)) is a moving regular edge state on I if η(λ) is a regular edge state that
varies C1-smoothly with λ ∈ PΛ,I.

(c) Suppose thatΛ(τ) is asymptotically constant to λ+, and η (Λ(τ)) is a moving regular edge
state on I= (τ−,+∞). Then, we define the future limit η+ of the moving regular edge state
by

η+ = η(λ+).

Remark 4.6. The assumption in (c) implies that η+ is a regular edge state of a regular threshold

θ+ = θ(λ+),

for the autonomous future limit system (7).
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A moving regular threshold (edge state) is a regular threshold (edge state) of the autonom-
ous frozen system (4) parametrised by time τ for a given input λ= Λ(τ). Similar to moving
sinks, moving regular thresholds (edge states) are considered in the phase space Rn of the
nonautonomous system (3). They depend on f and on the shape of the external input Λ, but do
not depend on the rate parameter r> 0 when viewed on the external input timescale τ . Regu-
lar edge states η+ of the future limit system (7) are particularly important in our work. This is
because regular R-tipping thresholds are anchored at infinity by η+.

4.3. Threshold instability of a sink

A theory of irreversible R-tipping in one-dimensional (scalar) nonautonomous system (2)
or (3) presented in [11] is based on moving sinks on I= R and the intuitive concept of forward
basin stability16 of a moving sink; see [11, definition 3.3]. To be more specific, a moving sink
e(Λ(τ)) is forward basin stable if, at each point in time, e(Λ(τ)) is contained in the basin of
attraction of its every future position17. This concept was used in [11, theorem 3.2] to derive
easily testable criteria for the absence or presence of irreversible R-tipping for a moving sink
on I= R in one dimension: forward basin stability in autonomous frozen system (4) with x ∈ R
excludes R-tipping in nonautonomous system (2) or (3), whereas lack of forward basin sta-
bility (plus some additional assumptions) in system (4) with x ∈ R guarantees R-tipping in
system (2) or (3). The key point in the derivation of these criteria is that, inR, trajectories star-
ted within the basin of attraction approach the attractor monotonically in time. Another point
is that, in R, a typical basin boundary is a boundary of two attractors unless trajectories on
one side of the boundary diverge to infinity. Thus, one typically expects irreversible R-tipping
in R.

However, a theory that works in arbitrary dimension and captures both irreversible and
reversible R-tipping requires a more sophisticated understanding. First, the concept of for-
ward basin stability from [11] is no longer useful. If trajectories started within the basin of
attraction can approach the attractor non-monotonically in time, then forward basin stability
in system (4) with x ∈ Rn⩾2 no longer excludes R-tipping in system (2) or (3). This is evid-
enced by examples of irreversible R-tipping for a moving sink on I= R occurring in spite of
forward basin stability already in two dimensions [63, 133]. Second, in two or more dimen-
sions, there can be reversible R-tipping due to crossing a basin boundary of a single attractor;
see figure 3(a). The concept of basin instability from [88] addresses only part of the problem:
it gives easily testable criteria for the occurrence of irreversible R-tipping for a moving sink
on I= R in multidimensional systems, but is not useful for reversible R-tipping.

To properly address the problem of different cases of R-tipping in arbitrary dimension, we
introduce the more general concepts of threshold instability and forward threshold instability.
In short, threshold instability of a hyperbolic sink on a parameter path describes the position
of the sink at some points on the path relative to the position of the threshold at different points
on the path. To be specific, we introduce two notions. First, we quantify ‘relative position of a
sink and a threshold’ using the signed distance18 between the point e(λ1) and the set θ(λ2):

16 Not to be confused with the ‘static’ notion of ‘basin stability’ introduced in [81] as a measure related to the volume
of the basin of attraction.
17 Equivalently, a moving sink e(Λ(τ)) is ‘forward basin stable’ if, at each point in time, the basin of attraction of
e(Λ(τ)) contains all the previous positions of e(Λ(τ)).
18 The signed distance ds(x,S) is discussed in appendix A.3.
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ds(e(λ1),θ(λ2)). (13)

Second, we describe e(λ) and θ(λ) at ‘different points on the path’ by constructing the subset

P2 := P×P⊂ Rd×d,

and viewing pairs (λ1,λ2) of different input parameters as elements of this subset. We can then
define threshold instability, which generalises the notion of basin instability from [88].

Definition 4.5. Suppose the autonomous frozen system (4) has a hyperbolic sink e(λ). Con-
sider a parameter path P such that e(λ) varies C1-smoothly with λ ∈ P.

(a) We say e(λ) is threshold unstable on P if there exists a C1-smooth family of regular
thresholds θ(λ) and a (λa,λb) ∈ P2 such that

e(λa) ∈ θ(λb) i.e. ds (e(λa),θ(λb)) = 0,

and ds(e(λ1),θ(λ2)) takes both signs in any neighbourhood of (λa,λb) in P2.
(b) We say e(λ) is basin unstable on P if it is threshold unstable on P, and the threshold θ(λb)

is contained in a multi-basin boundary.

Remark 4.7. Note that, if e(λ) is threshold unstable, then there is a crossing of the threshold
θ(λ2) from one side to another by the sink e(λ1), i.e. a passage through zero with a change
in the sign of ds(e(λ1),θ(λ2)). In practice, this could happen when: setting λ1(2) = λa(b) and
varying λ2(1) in a neighbourhood of λb(a) in P, or varying λ1 and λ2 near λa and λb, respect-
ively, both in P.

Threshold instability on a parameter path P in the autonomous frozen system (4) indicates
that R-tipping is possible in the nonautonomous system (2) or (3) given a suitable external
input that traces out P. To understand which external inputs are ‘suitable’, we consider Λ(τ)
for which the moving sink e(Λ(τ)) crosses some future position of a moving regular threshold
θ(Λ(τ)) from one side to the other. To this end, we introduce a notation for the signed distance
at different points in time:

∆Λ(τ1, τ2) = ds(e(Λ(τ1)),θ(Λ(τ2))), (14)

consider pairs (τ1, τ2) of different points in time as elements of R2, and define forward
threshold instability.

Definition 4.6. Consider some external input Λ(τ) and a moving sink e(Λ(τ)).

(a) We say e(Λ(τ)) is forward threshold unstable for Λ(τ) if there exist a moving regular
threshold θ(Λ(τ)) and finite τa < τb such that

e(Λ(τa)) ∈ θ(Λ(τb)) i.e. ∆Λ(τa, τb) = 0, (15)

and ∆Λ(τ1, τ2) takes both signs in any neighbourhood of (τa, τb) in R2.
(b) We say this e(Λ(τ)) is forward basin unstable for Λ(τ) if it is forward threshold unstable

for Λ(τ), and the threshold θ(Λ(τb)) is contained in a multi-basin boundary.

Remark 4.8. Note that, if a moving sink e(Λ(τ)) is forward threshold unstable, then, in some
sense, there is crossing of the moving threshold by e(Λ(τ)) from one side to the other.
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Figure 4. (a) Families (branches) of hyperbolic sinks e(λ) and equilibrium regular
thresholds θ(λ) for a one-dimensional (scalar) autonomous frozen system (4), together
with a given parameter path P. The pair (λa,λb) ∈ P2 indicates threshold instability of
e(λ) on P: for any λa ∈ P smaller than λ∗ there exists a λb ∈ P such that e(λa) ∈ θ(λb),
and e(λa) can lie on different sides of θ(λ) for λ arbitrarily close to λb: (b) For a mono-
tone increasing Λ(τ) that traces out the path P, the moving sink e(Λ(τ)) is forward
threshold unstable because it crosses through future positions of the moving threshold
θ(Λ(τ)). For any τa ∈ (−∞, τ∗) there exist a τb > τa such that e(Λ(τ)) at τ = τa
crosses θ(Λ(τb)) from one side to the other. (c) For a monotone decreasing Λ̃(τ) that
traces out the same path P, the moving sink e(Λ̃(τ)) is forward threshold stable because
it never crosses any future position of the moving threshold θ(Λ̃(τ)). There are no
finite τa < τb that can satisfy e(Λ̃(τa)) ∈ θ(Λ̃(τb)).We say e(Λ̃(τ)) is forward threshold
stable.

Forward threshold instability is a property of the autonomous frozen system (4) and some
external input Λ(τ). Threshold instability is a property of the frozen system (4) on a given
parameter path P. Threshold instability on a path P guarantees existence of some input
Λ(τ) that traces out this path, meaning that PΛ = P, and gives forward threshold instabil-
ity. However, there may be other inputs Λ̃(τ) ̸= Λ(τ) that trace out the same path, mean-
ing that PΛ̃ = PΛ = P, but do not give forward threshold instability. This is illustrated in
figure 4.

5. Nonautonomous R-tipping definitions

We now define a nonautonomous R-tipping bifurcation via loss of end-point tracking in
nonautonomous system (3) with asymptotically constant input Λ, in a precise yet general
context. In addition to reversible, irreversible and degenerate cases of R-tipping, we also
define critical rates for R-tipping, regular R-tipping edge states and their edge tails, and time-
dependent regular R-tipping thresholds.

5.1. R-tipping and critical rates

We start by defining R-tipping and critical rates in terms of limiting behaviour of trajectories
of the nonautonomous system (3); note that this generalises the definition of R-tipping in [11].
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Definition 5.1. Consider a nonautonomous system (3) with an external input Λ(τ) that is
asymptotically constant to λ+. Suppose the future limit system (7) has a compact invariant
set η+ that is not an attractor19.

(a) We say the nonautonomous system (3) undergoes R-tipping from (x0, τ0) if there are
r1,r2 > 0 such that

x[r1](τ,x0, τ0)→ η+ and x[r2](τ,x0, τ0) ̸→ η+ as τ →+∞.

(b) Suppose in addition that Λ(τ) is bi-asymptotically constant and the past limit system (8)
has a hyperbolic sink e−. We say the nonautonomous system (3) undergoes R-tipping from
e− if there are r1,r2 > 0 such that

x[r1](τ,e−)→ η+and x[r2](τ,e−) ̸→ η+ as τ →+∞.

(c) If there is an r1 > 0 and a δ > 0 such that

x[r1](τ)→ η+ and x[r](τ) ̸→ η+ as τ →+∞ for all 0< |r− r1|< δ,

then we say r1 is a critical rate and denote it with rc.

Remark 5.1. For typical systems (3) with typical choices of initial condition and the rate para-
meter r, one expects a solution x[r](τ) that remains bounded to converge to an attractor a+ for
the future limit system (7) rather than converging to something that is not an attractor.

To see this, suppose the future limit system (7) has a compact invariant set a+ that is an
attractor, consider a solution

x[r](τ)→ a+ as τ →+∞ for some r= r1 > 0,

and note that this solution can be extended to a family of solutions that is continuous in τ , r
and initial condition; see for example [104, theorem 3.3]. Thus, the same limiting behaviour
occurs for an open set of x containing the initial condition and an open set of r containing r1. A
consequence of this robustness to small variations in r is that if the future limit system (7) has
disjoint compact invariant sets a+2 and a+3 that are attractors, and there are rates 0< r2 < r3
such that

x[r2](τ)→ a+2 and x[r3](τ)→ a+3 as τ →+∞,

then the future limit system (7) must have at least one compact invariant set η+ on the basin
boundary of a+2 and a+3 that is not an attractor, and there must be at least one rate r1 ∈ (r2,r3)
such that there is R-tipping in the sense of definition 5.1, namely

x[r1](τ)→ η+ as τ →+∞.

Figure 5 shows two examples of R-tipping via loss of end-point tracking from definition 5.1
for a nonautonomous system (3) on R.20 R-tipping from e− for a moving sink on I= R that is

19 Note that η+ is not necessarily a regular edge state from definition 4.4(c); it may be a saddle with more than one
unstable direction, or even a repeller of codimension-two or higher, and/or not necessarily hyperbolic.
20 In the one dimensional case, recall that the moving regular threshold and edge state are one and the same.
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Figure 5. Two examples of R-tipping via loss of end-point tracking from definition 5.1
for the case of a nonautonomous system (3) with x ∈ R. As the critical rate crosses
r= rc, the trajectory crosses a regular R-tipping threshold (see definition 5.3) and lim-
its to an equilibrium that is a regular R-tipping edge state (see definition 5.2). Shown
are (grey) moving sinks e(Λ(τ)), (light blue) moving equilibrium regular thresholds
θ(Λ(τ)), and trajectories of (3) limiting to a sink e−1 as τ →−∞ for different values
of the rate parameter: (green) r< rc, (blue) r= rc, and (red) r> rc. (a) R-tipping from
e−1 via loss of end-point tracking of e1(Λ(τ)), due to crossing the regular R-tipping
threshold Θ[r](τ) (not shown) anchored at infinity by the equilibrium regular R-tipping
edge state η+ = θ+. Note that e1(Λ(τ)) is a moving sink on I= R, that is forward
threshold unstable due to θ(Λ(τ)). (b) R-tipping from e−1 via loss of end-point track-

ing of e3(Λ(τ)), due to crossing the regular R-tipping threshold Θ
[r]
2 (τ) (not shown)

anchored at infinity by the equilibrium regular R-tipping edge state η+
2 = θ+2 . Note

that e1(Λ(τ)) is a moving sink on a semi-infinite interval I, disappears at a finite time
via (black dot) a saddle-node bifurcation sn1, and is forward threshold stable, which is
different from (a). Furthermore, the saddle-node bifurcation of e1(Λ(τ)) gives rise to
(green) B-tipping from e−1 for r< rc [11, definition 3.1].

forward threshold unstable, shown in figure 5(a), is discussed in [11] and extended to arbitrary
dimension in section 7.2. However, R-tipping from e− for a moving sink on a semi-infinite
interval I= (−∞, τ+) that is forward threshold stable21, shown in figure 5(b), is not captured
by the setting used in [11] and section 7.2, which is limited to moving sinks on I= R that
are forward threshold unstable. To overcome this limitation, we show in section 7.3 that dif-
ferent R-tipping via loss of end-point tracking, including the example in figure 5(b), can be
captured in arbitrary dimension by connecting (heteroclinic) orbits in a suitably compactified
system.

5.2. R-tipping thresholds and R-tipping edge states

Next, we recognise the significance of η+ that are regular edge states from definition 4.4(c).

21 We say a moving sink e(Λ(τ)) on I is forward threshold stable if there are no θ(Λ(τ)) and finite τa < τb ∈ I that
can satisfy condition (15).
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Definition 5.2. Suppose that a nonautonomous system (3) undergoes R-tipping as in defini-
tion 5.1, and η+ is a regular edge state of the future limit system. Then we say η+ is a regular
R-tipping edge state.

Then, we consider R-tipping thresholds that are anchored at infinity by a regular R-tipping
edge state η+. These thresholds are regular in the same sense as regular thresholds from defin-
ition 4.1.

Definition 5.3. Consider a nonautonomous system (3) with an external input Λ(τ) that is
asymptotically constant to λ+. Suppose the future limit system (7) has a regular R-tipping
edge state η+. We sayΘ[r](τ)⊂ Rn is a regular R-tipping threshold if it is a codimension-one
embedded orientable forward-invariant subset of the stable set of η+.

By ‘forward invariant’ we mean that it is forward invariant as a nonautonomous set, i.e.

x0 ∈Θ[r](τ0)⇒ x[r](τ,x0, τ0) ∈Θ[r](τ) for all τ > τ0.

By ‘stable set of η+’ we mean that

x0 ∈Θ[r](τ0)⇒ x[r](τ,x0, τ0)→ η+ as τ →+∞. (16)

Remark 5.2. Note that:

(a) A regular R-tipping threshold Θ[r](τ) is a rate and time dependent subset of Rn.
(b) We prove existence of regular R-tipping thresholds Θ[r](τ) in proposition 6.4(b1). In par-

ticular, we state conditions under which a Θ[r](τ) exists for all τ > τ0 and r> 0.
(c) Any codimension-one forward-invariant subset of a regular R-tipping threshold is clearly

also a regular R-tipping threshold. In this sense regular R-tipping thresholds are not unique.

5.3. Edge tails

We now focus on η+ that are regular R-tipping edge states, and introduce for the first time a
notion of edge tails to rigorously classify different cases of R-tipping that may occur via loss
of end-point tracking.

Consider a rate-dependent solution x[r](τ) of the nonautonomous system (3), started from a
fixed (x0, τ0) or limiting to a sink e− as τ →−∞. Suppose that end-point tracking of a moving
sink e(Λ(τ)) by x[r](τ) fails for some rc > 0 in the sense that

x[rc](τ)→ η+ as τ →+∞.

If η+ is a regular R-tipping edge state, then the system undergoes R-tipping due to crossing a
regular R-tipping threshold Θ[r](τ). If rc is a critical rate, then for all r ̸= rc sufficiently close
we have

x[r](τ) ̸→ η+ as τ →+∞,

and we generically expect that x[r<rc](τ) and x[r>rc](τ) lie on different sides of the regular
R-tipping threshold. To be more precise about ‘lie on different sides of the regular R-tipping
threshold’, we examine the corresponding trajectory22 trj[r] as the rate parameter r approaches

22 Recall the notation introduced in section 2.4.
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its critical value rc from above (r→ r+c ) and from below (r→ r−c ). The ensuing limit sets23

can typically be decomposed into two components:

lim
r→r±c

trj[r] = trj[rc] ∪ x[r
±
c ]. (17)

The first component, denoted trj[rc], is the trajectory of the nonautonomous system (3) from
x0 or e− to the regular R-tipping edge state η+ in Rn, which is common to both limits. Note
that, being a projection of a smooth curve from Rn×R onto Rn, trj[rc] may intersect itself and
x[r

±
c ]. The second component is either x[r

+
c ] or x[r

−
c ]. We define these below as the upper and

lower edge tails of the regular R-tipping edge state η+. Each edge tail of η+ is a (union of)
trajectories of the autonomous future limit system (7) that includes η+ and continues away
from η+ in Rn. To be more precise,

Definition 5.4. Consider a nonautonomous system (3) with an external input Λ(τ) that is
asymptotically constant to λ+. Suppose the future limit system (7) has a regular R-tipping
edge state η+, and the nonautonomous system (3) undergoes R-tipping for some critical rate
r= rc > 0 so that x[rc](τ)→ η+ as τ →+∞. Then, we define the upper edge tail of η+ to be

x[r
+
c ] =

⋂
T>0, δ>0

{
x[r](τ) : τ > T, r ∈ (rc,rc+ δ)

}
⊂ Rn, (18)

and the lower edge tail of η+ to be

x[r
−
c ] =

⋂
T>0, δ>0

{
x[r](τ) : τ > T, r ∈ (rc− δ,rc)

}
⊂ Rn. (19)

Edge tails of η+ include η+ and trajectories that are contained in the unstable manifold
of η+, denoted Wu(η+). The upper and lower edge tails are typically different as shown in
figures 6(a) and (b).

Remark 5.3. For an equilibrium regular R-tipping edge state η+, we:

(a) Show that each edge tail contains one branch of Wu(η+) in proposition 6.4(b).
(b) Relate solutions x[r](τ) for r on different sides of rc to the edge tails x[r

−
c ] and x[r

+
c ] in

proposition 6.5.

5.4. Reversible, irreversible and degenerate R-tipping

We use the notion of regular R-tipping edge states and their edge tails to classify R-tipping via
loss of end-point tracking in nonautonomous system (2) or (3) into the following cases.

Definition 5.5. Consider a nonautonomous system (3) with an external input Λ(τ) that is
asymptotically constant to λ+. Suppose the future limit system (7) has a compact invariant
set η+ that is not an attractor, and the nonautonomous system (3) undergoes R-tipping for
some r1 > 0 so that x[r1](τ)→ η+ as τ →+∞. We say this R-tipping is:

23 Here, we define

lim
r→r+c

trj[r](x0, τ0) =
∩
r>rc

∪
rc<s<r

trj[s](x0, τ0) and lim
r→r−c

trj[r](x0, τ0) =
∩
r<rc

∪
r<s<rc

trj[s](x0, τ0).
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Figure 6. Examples of (a) irreversible, (b) reversible and (c) degenerate R-tipping via
loss of end-point tracking from definition 5.5 for a nonautonomous system (3) on R2.
Shown are (thicker black curves) trajectories of (3) started from (x0, τ0) for different
values of the rate parameter r= rc− δ, r= rc, and r= rc+ δ, (blue dot) the equilibrium

regular R-tipping edge state η+, the (red) upper x[r
+
c ] and (green) lower x[r

−
c ] edge tails

of η+ (note that these contain η+), (light blue) the rate-dependent family Θ[r] of time-
dependent regular R-tipping thresholds Θ[r](τ) defined in (21), as well as (thinner blue
curves) stable and (thinner black curves) unstable manifolds of η+ in the future limit
system (7). Note that the projection of x[r

c](τ,x0, τ0) onto the (x1,x2) phase plane (not
shown in the figure) gives the first component trj[rc](x0, τ0) in (17).
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(a) Non-degenerate if r1 = rc is a critical rate, η+ is a regular R-tipping edge state, the upper
and lower edge tails of η+ are different: x[r

+
c ] ̸= x[r

−
c ], and each edge tail is a connec-

tion from η+ to an attractor24 for the future limit system (7). Furthermore, we say non-
degenerate R-tipping is

• Reversible if each edge tail is a connection from η+ to the same attractor.
• Irreversible if each edge tail is a connection from η+ to a different attractor.

(b) Degenerate if it is not non-degenerate.

Examples of different cases of R-tipping are depicted in figure 6. Only (non-degenerate)
irreversible and reversible R-tipping, shown in figures 6(a) and (b), respectively, are typical
in the sense that they are generically found at codimension-one in r. In other words, they are
generically found at isolated critical rates r= rc under increasing/decreasing of r; see also
remark 5.1.

Degenerate R-tipping clearly includes many subcases, even if a regular R-tipping edge state
is involved. One example of degenerate R-tipping is depicted in figure 6(c), where η+ is a
regular R-tipping edge state and the upper and lower edge tails are identical. Another example
of degenerate R-tipping occurs when at least one edge tail is not a connection from η+ to
an attractor (e.g. an edge tail may connect η+ to a saddle, or diverge from η+ to infinity;
not shown in figure 6). Additional examples of degenerate R-tipping involve η+ that is not a
regular R-tipping edge state. These include a chaotic saddle η+ with an irregular threshold: a
codimension-one stable manifold is not embedded but accumulates on itself, or a repeller η+

of codimension-two (e.g. a source in R2) or higher that does not have any threshold. A final
example of degenerate R-tipping is the case where there is no critical rate rc: x[r](τ)→ η+ as
τ →+∞ within an interval of r.

In the reminder of the paper, we concentrate on R-tipping due to crossing a regular R-
tipping threshold Θ[r](τ) anchored at infinity by an equilibrium regular R-tipping edge state
η+. R-tipping involving more complicated edge states, thresholds that are not regular and
quasithresholds, are discussed in section 8 and left for future study.

6. Compactification

The main obstacle to analysis of genuine nonautonomous R-tipping instabilities in
nonautonomous system (2) or (3) is absence of compact invariant sets such as equilibria, limit
cycles or tori. We overcome this obstacle by working with asymptotically constant inputs from
definition 2.1, Λ(τ)→ λ+ as τ →+∞. Then, the nonautonomous system (2) or (3) becomes
asymptotically autonomous, and we can define the autonomous future limit system (7). More
importantly, if there is a moving sink e(Λ(τ)), and e(Λ(τ))→ e+ as τ →+∞, the future
limit system has a hyperbolic sink e+. If there is a moving regular edge state η(Λ(τ)), and
η(Λ(τ))→ η+ as τ →+∞, the future limit system has a regular R-tipping edge state η+. If
additionallyΛ(τ)→ λ− as τ →−∞, we can also define the autonomous past limit system (8).
If e(Λ(τ))→ e− as τ →−∞, the past limit system has a hyperbolic sink e−.

Our main idea is to simplify analysis of genuine nonautonomous R-tipping instabilities
in system (2) or (3) by exploiting the compact invariant sets of interest, such as e± and η+,

24 See appendix A.4 for the definition of an attractor.
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of the autonomous limit systems (7) and (8). For example, we would like to transform an R-
tipping from e− problem into a heteroclinic e−−to−η+ orbit problem. This requires a suitable
compactification of the original nonautonomous system.

In the usual approach [64], the nonautonomous system (3) is augmented with unbounded
τ ∈ R as an additional dependent variable25. This gives the autonomous augmented system

x ′ = f(x,Λ(τ))/r
τ ′ = 1

}
, (20)

defined on Rn×R. While the regular R-tipping threshold can nicely be represented in Rn×R
as a rate-dependent family of time-dependent subsets of Rn (see figure 6):

Θ[r] :=
{
Θ[r](τ), τ

}
τ∈R

⊂ Rn×R, (21)

the augmented flow in (20) does not contain any compact invariant sets because they only
appear as τ tends to positive and negative infinity.

To address this issue, we

• Augment system (3) with bounded s ∈ (−1,1) as an additional dependent variable.
• Use the compactification technique developed in [132] to extend the augmented phase space.

Specifically, we glue in the limit systems from time infinity (s=±1) that carry compact
invariant sets such as e± and η+.

In short, we require that the additional dependent variable remains within a compact
interval.

6.1. Exponentially asymptotically constant inputs

Reference [132] proves existence of a smooth compactification for nonautonomous system (2)
or (3) for a wide class of asymptotically constant (possibly non-monotone) inputs26 Λ(τ),
ranging from super-exponential to sub-logarithmic asymptotic decay (with oscillation). Addi-
tionally, it outlines a procedure for constructing suitable examples of time transformation for
a given asymptotic decay of Λ(τ). For simplicity, we assume here that Λ(τ) decays expo-
nentially, and reformulate the main results from [132] to account for the presence of the rate
parameter r. To be precise,

Definition 6.1. We say Λ(τ) is exponentially bi-asymptotically constant if there is a decay
coefficient ρ> 0 such that

lim
τ→±∞

Λ ′(τ)

e∓ρτ
exist. (22)

We say Λ(τ) is exponentially asymptotically constant if there is a ρ> 0 such that one of the
limits above exists.

Remark 6.1. We note that for any bi-asymptotically constant Λ(τ) it is possible to define the
slowest rate of exponential approach to a constant as τ →±∞ by

ρ̃± = lim
τ→±∞

− 1
|τ |

ln

(
sup
u>τ

∥Λ′(u)∥
)
.

25 By abuse of notation, we use τ to denote both the independent variable and the additional dependent variable.
26 Λ(τ) is denoted Γ(t) in [132].
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One can show that Λ is exponentially bi-asymptotically constant if and only if both of ρ̃± are
either positive or +∞. Then, a finite decay coefficient ρ in (22) can always be chosen such
that 0< ρ <min(ρ̃−, ρ̃+), and in some special cases27 such that 0< ρ⩽min(ρ̃−, ρ̃+).

6.2. Autonomous compactified system

Compactification is a three-step process. The first step is an α-parametrised time transforma-
tion that makes the additional dependent variable bounded. Guided by [132, section 4.2], we
use a transformation designed for exponentially or faster decaying external inputs, and aug-
ment the asymptotically autonomous system (3) with

s= gα(τ) = tanh
(α
2
τ
)
∈ (−1,1), (23)

whereα> 0 is the compactification parameter that is chosen later, in the third step. The inverse
is given by

τ = hα(s) =
1
α
ln

1+ s
1− s

∈ R,

and the augmented component of the vector field is

s′ = α(1− s2)/2.

An advantage of the external input time scale τ is that transformation (23) does not depend
on the rate parameter r> 0. The second step is to make the s-interval closed by including
s=±1 (τ =±∞), and continuously extend the augmented vector field to s=±1. This gives
the autonomous compactified system

rx ′ = f(x,Λα(s))
s ′ = α(1− s2)/2

}
, (24)

with

Λα(s) :=

 Λ(hα(s)) for s ∈ (−1,1),
λ+ for s= 1,
λ− for s=−1,

(25)

that is defined on the extended phase space Rn× [−1,1]. Most importantly, the flow-invariant
subspaces

S+ = Rn×{1} and S− = Rn×{−1},
carry the autonomous dynamics and compact invariant sets, such as e± and η+, of the future (7)
and past (8) limit systems, respectively. The third step is to choose the compactification para-
meter α such that the continuously extended vector field of the compactified system is continu-
ously differentiable (C1-smooth) on Rn× [−1,1]. This is done in the following proposition.

Proposition 6.1. Consider a nonautonomous system (3) with exponentially bi-asymptotically
constant input Λ(τ) and decay coefficient ρ> 0. Then, the autonomous compactified sys-
tem (24) is C1-smooth on the extended phase space Rn× [−1,1] for any α ∈ (0,ρ] and all
r> 0.

Proof. For any r> 0, system (24) is a compactification of system (3). Thus, we can apply [132,
corollary 4.1] to (24) to infer that, for any α ∈ (0,ρ] and r> 0, the compactified system (24)
is at least C1-smooth on the compactified phase space Rn× [−1,1].

27 For example, when Λ(τ)∼ Ce∓ρ̃τ τ n≤0 as τ →±∞.
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6.3. Compactified system as a singularly perturbed fast-slow system

When 0< r≪ 1, the compactified system (24) can be viewed as a singularly perturbed fast-
slow system with the small parameter r [69], where the system time scale t is the fast time, and
the external input time scale τ = rt is the slow time. Taking the limit r→ 0 in the fast time t in

ẋ= f(x,Λα(s))
ṡ= rα(1− s2)/2

}
, (26)

gives the fast subsystem (the layer problem)

ẋ= f(x,Λα(s)), (27)

where s becomes a fixed-in-time parameter. Note that this is the frozen system (4) with the
input parameter λ= Λα(s). Taking the limit r→ 0 in the slow time τ in (24) gives the slow
subsystem (the reduced problem)

0= f(x,Λα(s))
s ′ = α(1− s2)/2

}
. (28)

This singular system describes the evolution of s in slow time τ on the critical set

C̃[0] = {(x,s) ∈ Rn× [−1,1] : f(x,Λα(s)) = 0} ,
that consists of all branches of equilibria (critical points) of the fast subsystem (27) or (4).
The critical set C̃[0] is called the critical manifold if it is a submanifold of Rn× [−1,1]. Fur-
thermore, submanifolds of C̃[0] that consist of hyperbolic equilibria of the fast subsystem (27)
or (4), are called normally hyperbolic critical manifolds [39, 69].

6.4. Compact normally hyperbolic critical manifolds

The fast-slow viewpoint allows us to represent moving sinks and moving equilibrium regular
edge states as compact normally hyperbolic invariant manifolds in the extended phase space
of the compactified system.

Proposition 6.2. Consider a nonautonomous system (3) with exponentially bi-asymptotically
constant input Λ(τ). Choose the compactification parameter α that satisfies proposition 6.1.
Consider an interval I= (τ−, τ+), let s± = gα(τ±), and note that τ± may be ±∞ in which
case s± =±1. Then,

(a) Amoving sink e(Λ(τ)) on I= (τ−, τ+) in the phase space of the nonautonomous system (3)
can be identified with the compact connected normally hyperbolic attracting critical man-
ifold

Ẽ[0]
α = {(e(Λα(s)),s) : s ∈ [s−,s+]} ,

in the extended phase space of the compactified system (24).
(b) A moving equilibrium regular edge state η(Λ(τ)) on I= (τ−, τ+) in the phase space of

the nonautonomous system (3) can be identified with the compact connected normally
hyperbolic critical manifold

H̃[0]
α = {(η(Λα(s)),s) : s ∈ [s−,s+]} ,

in the extended phase space of the compactified system (24). H̃[0]
α is normally repelling if

x ∈ R, or of saddle type with one unstable dimension if x ∈ Rn⩾2.
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Remark 6.2. Proposition 6.2 allows us to apply Fenichel’s theorem [39, theorem 9.1] to the
compactified system (24) to give criteria for tracking moving sinks and moving equilibrium
regular thresholds in the nonautonomous system (3) in section 7.1.

Proof of proposition 6.2. (a) Note that Ẽ[0]
α is a graph over s, and

d
ds
e(Λα(s)) =

d
dλ
e(λ)

d
ds

Λα(s).

It then follows from definition 3.1(a) of a moving sink on I, and from proposition 6.1,
that Ẽ[0]

α is at least C1-smooth in s on [s−,s+]. For any fixed s∗ ∈ [s−,s+], Ẽ
[0]
α consists of

an equilibrium (a critical point) of the fast subsystem (27), which is exponentially stable
(hyperbolic) within, and neutrally stable transverse to {s= s∗}. Hence, Ẽ[0]

α is a connected
attracting normally hyperbolic critical manifold. It is compact because it is a closed and
bounded subset of Rn× [−1,1].

(b) Note that H̃[0]
α is a graph over s, and

d
ds
η(Λα(s)) =

d
dλ
η(λ)

d
ds

Λα(s).

It then follows from definition 4.4(b) of a moving regular edge state on I, and from similar
arguments to (a), that H̃[0]

α is a compact connected normally hyperbolic invariant critical
manifold. Normal stability of H̃[0]

α follows from definition 4.2 of a regular edge state.

6.5. Compactified system dynamics

In this section, we discuss the stability of hyperbolic sinks e± and equilibrium regular R-
tipping edge states η+ from the limit systems when embedded in the extended phase space of
the compactified system (24). Additionally, we extrapolate the dynamical structure from these
states into the new dependent variable s and characterise their stable and unstable invariant
manifolds. In section 8, we discuss extensions of some of the results below to non-equilibrium
attractors and non-equilibrium regular edge states.

Proposition 6.3. Consider a nonautonomous system (3) with exponentially bi-asymptotically
constant input Λ(τ) and decay coefficient ρ> 0. Choose any compactification parameter
α < ρ.

(a) If e+ is a hyperbolic sink for the future limit system (7), then

ẽ+ = (e+,1) ∈ S+,

is also a hyperbolic sink when considered in the extended phase space of the compactified
system (24). The additional eigenvector of ẽ+, denoted v+, exists and is normal to the
invariant subspace S+ for any α ∈ (0,ρ) and all r> 0. Furthermore, v+ is the leading
eigenvector of ẽ+ for any α ∈ (0,min{ρ,−Re(l1)/r}) and all r> 0, where l1 is the leading
eigenvalue of e+ in the future limit system (7).

(b) If η+ is an equilibrium regular R-tipping edge state, then

η̃+ = (η+,1) ∈ S+,
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is a hyperbolic saddle with a codimension-one stable manifold W s,[r]
α (η̃+), a codimension-

one embedded orientable local stable manifold Ws,[r]
α,loc(η̃

+)⊆W s,[r]
α (η̃+), and a one-

dimensional unstable manifold Wu(η̃+), when considered in the extended phase space of
the compactified system (24). The additional eigenvector of η̃+ is normal to the invariant
subspace S+ for any α ∈ (0,ρ) and all r> 0.

(c) If e− is a hyperbolic sink for the past limit system (8), then

ẽ− = (e−,−1) ∈ S−,

is a hyperbolic saddle with a one-dimensional unstable manifold Wu,[r]
α (ẽ−) when con-

sidered in the extended phase space of the compactified system (24). The additional eigen-
vector of ẽ− is normal to the invariant subspace S− for any α ∈ (0,ρ) and all r> 0.

Remark 6.3. Note that the shape and relative position of invariant manifolds W s,[r]
α (η̃+) and

Wu,[r]
α (ẽ−) will typically change with the rate parameter r, but these manifolds are guaranteed

to respectively meet the invariant subspaces S+ and S− orthogonally for any r> 0 if we choose
the compactification parameter α ∈ (0,ρ). The invariant manifoldWu(η̃+) is independent of r
and α.

Proof of proposition 6.3. Note that we impose the limit 0< α⩽ ρ to ensure the compactified
system (24) is at least C1-smooth; this follows from proposition 6.1. The Jacobian for the
compactified system is

J=

(
1
r

(
∂f
∂x

)
n×n

1
r

(
∂f
∂Λ

dΛα

ds

)
n×1

(0)1×n −αs

)
, (29)

where the subscripts indicate the size of the matrix components of J. Consider linear stability
of equilibria ẽ± and η̃+ in the compactified system (24) on the time scale τ .

(a) Equilibrium ẽ+ is a hyperbolic sink. There are n eigenvalues qi = li/r within S+ that sat-
isfy Re(qn)⩽ . . .⩽ Re(q1)< 0, where li are the eigenvalues of e+ in the future limit sys-
tem (7), and S+ itself is exponentially attracting, adding one additional negative eigenvalue
q+ =−α. It follows from the structure of the Jacobian (29) that the additional eigenvector,
denoted v+, exists for all r> 0 if the top n elements in the last column of J are zero

∂f
∂Λ

(e+)
dΛα

ds
(s= 1) =

∂f
∂Λ

(e+) lim
τ→+∞

Λ ′(τ)

g ′
α(τ)

= 0, (30)

and v+ is normal to S+ if and only if (30) holds. Noting that g ′
α(τ)∼ 2αe−ατ as τ →+∞,

and that Λ(τ) decays exponentially with the decay coefficient ρ> 0, we obtain

lim
τ→+∞

Λ′(τ)

g′α(τ)
=

(
lim

τ→+∞

Λ′(τ)

e−ρτ

) (
lim

τ→+∞

e−ρτ

g′α(τ)

)
=

1
2α

(
lim

τ→+∞

Λ′(τ)

e−ρτ

)(
lim

τ→+∞
e−(ρ−α)τ

)
,

implying that v+ exists and is normal to S+ for any 0< α < ρ and all r> 0. Finally, v+ is
the leading eigenvector for all r> 0 if it exists for all r> 0, meaning that 0< α < ρ, and
if −q+ <−Re(q1). Hence the condition 0< α <min{ρ,−Re(l1)/r}.
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(b) Equilibrium η̃+ is a hyperbolic saddle with n-dimensional stable eigenspace Esα(η̃
+). This

is because η̃+ is either a hyperbolic source (n= 1) or a hyperbolic saddle with one unstable
eigendirection (n⩾ 2) within S+ by definition 4.2, and S+ itself is exponentially attracting,
adding one (additional) negative eigenvalue q+ =−α. Note that the additional (general-
ised) eigenvector is transverse to S+ for all r> 0. Thus, the stable eigenspace Esα(η̃

+) is
transverse to S+ for all r> 0. It then follows from the stable manifold theorem that, for
any r> 0, there is a unique C1-smooth codimension-one stable manifold W s,[r]

α (η̃+) that
is tangent to Esα(η̃

+) at η̃+. W s,[r]
α (η̃+) depends on the rate parameter r because the vec-

tor field in (24) depends on r. Consider a codimension-one forward-invariant local stable
manifoldWs,[r]

α,loc(η̃
+) defined for s ∈ (s0,1] with a suitably chosen s0. It then follows from

definition 4.2 of a regular edge state thatWs,[r]
α,loc(η̃

+)∩ S+ is a codimension-one embedded

orientable forward-invariant local stablemanifold of η+ within S+ ⊆ Rn. SinceWs,[r]
α,loc(η̃

+)

intersects S+ transversely, there is an s0 ∈ [−1,1) such thatWs,[r]
α,loc(η̃

+) is a graph over s on
(s0,1]. Thus, the embedding and orientability properties carry over from S+ to the entire
Ws,[r]

α,loc(η̃
+). The condition for the stable eigenspace Esα(η̃

+) to be normal to S+ follows
from (a).

(c) For any r> 0, equilibrium ẽ− is a hyperbolic saddle with one-dimensional unstable eigen-
space Euα(ẽ

−). This is because ẽ− is a hyperbolic sink within S−, and S− itself is exponen-
tially repelling, adding one and the only unstable eigendirection with positive eigenvalue
q− = α. For any r> 0, existence of the one-dimensional unstable manifold Wu,[r]

α (ẽ−)

follows from the unstable manifold theorem. Wu,[r]
α (ẽ−) depends on the rate parameter r

because the compactified vector field in (24) depends on r. The condition for the unstable
eigendirection Euα(ẽ

−) to be normal to S− follows from a similar argument to (a).

6.6. Relating nonautonomous and compactified system dynamics

We now examine the relationship between:

(i) Solutions, regular R-tipping thresholds and edge tails in the nonautonomous system (3),
and

(ii) Equilibria ẽ− and η̃+ as well as their invariant manifolds in the autonomous compactified
system (24).

First, we relate the local pullback attractor x[r](τ,e−) to the rate-dependent unstable mani-
fold of ẽ−, the time and rate dependent R-tipping threshold Θ[r](τ) anchored at infinity by an
equilibrium regular R-tipping edge state η+ to the rate-dependent local stable manifold of η̃+,
and associate each edge tail x[r

+
c ] and x[r

−
c ] of η+ to a branch of the unstable manifold of η̃+.

Proposition 6.4. Consider a nonautonomous system (3) with exponentially bi-asymptotically
constant input Λ(τ) and decay coefficient ρ. Choose any compactification parameter α ∈
(0,ρ).

(a) Suppose the past limit system (8) has a sink e−. Then,

• There is a τ 0 such that, for any r> 0 and all τ < τ0, there exists a unique local pullback
attractor x[r](τ,e−) in nonautonomous system (3). Note that τ 0 may be +∞.

• For any r> 0, the local pullback attractor x[r](τ,e−) in nonautonomous system (3) can
be identified with sections of the one-dimensional unstable manifold
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Wu,[r]
α (ẽ−)⊃

{
(x,s) : x= x[r](τ,e−), s= gα(τ)

}
τ<τ0

,

of the saddle ẽ− = (e−,−1) in the extended phase space of the compactified system (24).

(b) Suppose the future limit system (7) has an equilibrium regular R-tipping edge state η+.
Then,

• There is a τ 0 such that, for any r> 0 and all τ > τ0, there exists an R-tipping threshold
Θ[r](τ) anchored at infinity by η+ in nonautonomous system (3). Note that τ 0 may
be −∞.

• For any r> 0, the R-tipping thresholdΘ[r](τ) in nonautonomous system (3) can be iden-
tified with sections of the codimension-one stable manifold

W s,[r]
α (η̃+)⊃ Θ̃[r]

α :=
{
(x,s) : x ∈Θ[r](τ), s= gα(τ)

}
τ>τ0

, (31)

of the saddle η̃+ = (η+,1) in the extended phase space of the compactified system (24).
• Each edge tail of η+ embedded in the compactified phase space of (24), namely

x̃[r
+
c ] =

{
(x,1) : x ∈ x[r

+
c ]
}

and x̃[r
−
c ] =

{
(x,1) : x ∈ x[r

−
c ]
}
, (32)

contains one branch of the unstable manifold Wu(η̃+) of the saddle η̃+ = (η+,1).

Remark 6.4. These relations between nonautonomous and compactified system dynamics are
the main advantages of the compactification. They show that the temporal shape of the external
inputΛ(τ) and the magnitude of the rate parameter r> 0 are in a certain sense ‘encoded’ in the
geometric shape of the invariant manifoldsWu,[r]

α (ẽ−) andW s,[r]
α (η̃+) for the autonomous com-

pactified system (24). This observation allows us to use existing numerical methods from [65]
to compute families of regular R-tipping thresholds in low-dimensional nonautonomous sys-
tems (3) as local stablemanifolds of saddles η̃+ in the extended phase space of the compactified
system (24).

Proof of proposition 6.4. The assumption of α means that the conclusion of proposition 6.1
holds.

(a) In the nonautonomous system (3), existence of a unique local pullback point attractor
x[r](τ,e−) that limits to e− as τ →+∞ for any r> 0 follows from [11, theorem 2.2].
In the compactified system (24), existence of a unique one-dimensional unstable
manifold Wu,[r]

α (ẽ−) for any r> 0 follows from proposition 6.3(c). These may exist
for all τ ∈ R and s ∈ (−1,1), respectively, but this is not guaranteed. Noting that{
(x[r](τ),gα(τ)) : τ < τ0

}
is the trajectory of the compactified system that corresponds

to a solution x[r](τ) of the nonautonomous system gives the result.
(b) We prove existence of a regular R-tipping threshold anchored at infinity by an equilibrium

regular R-tipping edge state η+ by construction, using sections of a suitably chosen subset
of Ws,[r]

α (η̃+) at fixed values of s. Existence of a codimension-one embedded orientable
forward-invariant local stable manifold Ws,[r]

α,loc(η̃
+)⊆Ws,[r]

α (η̃+) that is a graph over s for
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s ∈ (s0,1] follows from proposition 6.3(b). Keeping in mind that s= gα(τ), and setting
τ0 = hα(s0), we construct

Θ[r](τ) := {x : (x,s) ∈Ws,[r]
α,loc(η̃

+)} ⊂ Rn, (33)

for any r> 0 and all τ ∈ (τ0,+∞). Note that τ 0 is −∞ if s0 =−1. Such Θ[r](τ) is a
codimension-one embedded orientable forward-invariant nonautonomous set by construc-
tion, and has the property (16). Thus, Θ[r](τ) is a regular R-tipping threshold. Note that
Θ[r](τ) is not unique in the sense that there is a different Θ[r](τ) for every different
codimension-one forward-invariant subset ofW s,[r]

α,loc(η̃
+). Relation (31) follows from con-

struction of Θ[r](τ) in (33). To prove the last bullet point in (b), recall from definition 5.4
that each edge tail of η+ contains a trajectory of the future limit system (7) that limits to η+

in backwards time and does not depend on r orα. It follows from proposition 6.3(b) that η̃+

is a hyperbolic saddle with one-dimensional unstable manifoldW u(η̃+)⊂ S+. This means
that this unstable manifold contains precisely two trajectories (the branches of Wu(η̃+))
and hence each edge tail must contain one of these.

Next, we state three relations between solutions x[r](τ) of the nonautonomous system (3)
for r on different sides of a critical rate rc, and the upper x[r

+
c ] and lower x[r

−
c ] edge tails of an

equilibrium regular R-tipping edge state η+.

Proposition 6.5. Consider a solution x[r](τ) to a nonautonomous system (3) with an external
inputΛ(τ) that is asymptotically constant to λ+. Suppose there is a regular R-tipping threshold
Θ[r](τ) anchored at infinity by an equilibrium regular R-tipping edge state η+, and there is
R-tipping for some critical rate r= rc > 0 so that x[rc](τ)→ η+ as τ →+∞.

(a) If there is a δ > 0 such that x[r](τ) lies on different sides of Θ[rc](τ) for r ∈ (rc− δ,rc) and
r ∈ (rc,rc+ δ), then the upper and lower edge tails of η+ are different: x[r

+
c ] ̸= x[r

−
c ].

(b) If each edge tail of η+ is a connection from η+ to an attractor, then there is a δ > 0 such
that x[r](τ) converges to an attractor for 0< |r− rc|< δ.

(c) If each edge tail of η+ is a different connection from η+ to a (possibly different) attractor,
then there is a δ > 0 such that x[r](τ) lies on different sides of Θ[rc](τ) and converges to
the corresponding attractor for r ∈ (rc− δ,rc) and r ∈ (rc,rc+ δ).

Remark 6.5. Note that different edge tails of η+ do not imply that each edge tail is a different
connection from η+ to an attractor. For example, different composite edge tails, each of which
consists of different connected trajectories or components, may have a common first compon-
ent that connects η+ to a saddle, and a different second component that continues away from
this saddle. Another example are different non-composite edge tails that diverge from η+ to
infinity.

Proof of proposition 6.5. Choose the compactification parameter α that satisfies proposi-
tion 6.1. Recall from section 6.2 that s(τ) = gα(τ), and use

x̃[r]α (τ) =
(
x[r](τ),s(τ)

)
,

to denote the solution of (24) corresponding to a solution x[r](τ) of the nonautonmous sys-
tem (3) with a fixed r, and refer to x̃[r

+
c ] and x̃[r

−
c ] from (32) as embeded edge tails. Recall from

proposition 6.4(b) that W s,[rc]
α (η̃+) contains a family of regular R-tipping thresholds Θ[r](τ),

and each embedded edge tail contains one branch of the unstable manifold Wu(η̃+).
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(a) Assume that x[r](τ) is on different sides of Θ[r](τ) for r ∈ (rc− δ,rc) and r ∈ (rc+ δ,rc)

in the nonautonomous system (3), and consider where the corresponding x̃[r]α (τ) intersects
the two branches ofWu(η̃+) in the extended phase space of the compactified system (24).
This intersection changes sides ofW s,[rc]

α (η̃+) as r passes through rc. Thus, each embedded
edge tail contains a different branch ofWu(η̃+), meaning that the edge tails x[r

+
c ] and x[r

−
c ]

are different.
(b) It follows from [132, proposition 3.1] that if a+ is an attractor for the future limit sys-

tem (7), then ã+ = {(x,1) : x ∈ a+} ⊂ S+ is an attractor for the compactified system (24).
Thus, the assumption that each edge tail is a connection from η+ to an attractor implies
that each embedded edge tail lies in the basin of attraction of an attractor. This, in turn,
implies that each section that transversely intersects an embedded edge tail has an open
neighbourhood that lies in the basin of attraction of an attractor. We choose δ > 0 small
enough so that x̃[r]α (τ) enters this neighbourhood for all 0< |r− rc|< δ. This implies that
the corresponding x[r](τ) converges to an attractor for all 0< |r− rc|< δ.

(c) The assumption that each edge tail of η+ is a different connection from η+ to a possibly dif-
ferent attractor implies that each embedded edge tail contains a different branch ofWu(η̃+)

and thus lies on a different sides of W s,[rc]
α (η̃+). This, in turn, implies that x[r](τ) lies on

different sides of Θ[rc](τ) for r ∈ (rc− δ,rc) and r ∈ (rc,rc+ δ). It follows from (b) that
x[r](τ) converges to the corresponding attractor for 0< |r− rc|< δ.

7. Criteria for tracking and R-tipping with regular thresholds

In this section, we give the main results on R-tipping via loss of end-point tracking in
nonautonomous system (2) or (3) with asymptotically constant inputs Λ. Our focus is on non-
degenerate (reversible and irreversible) cases of R-tipping, due to crossing regular R-tipping
thresholds anchored at infinity by an equlibrium regular R-tipping edge state. Specifically, we
use the compactification technique together with relations between nonautonomous (3) and
compactified (24) system dynamics given in section 6 to:

• Give rigorous testable criteria for tracking of moving sinks, and tracking of moving regular
thresholds in arbitrary dimension in section 7.1.

• Use the concept of threshold instability to generalise sufficient conditions from [11] for the
occurrence of irreversible R-tipping for moving sinks on I= R in one dimension to different
cases of R-tipping for moving sinks on I= R in arbitrary dimension in section 7.2.

• Relax the assumption of moving sinks on I= R and associate different R-tipping in (3) with
a connecting (heteroclinic) orbit in (24). Give necessary and sufficient conditions for the
occurrence of non-degenerate R-tipping in (3) in terms of non-degeneracy criteria for con-
necting (heteroclinic) orbits in (24). Use this result to give general methods for computing
critical rates for R-tipping in arbitrary dimension in section 7.3.

7.1. Criteria for tracking moving sinks and moving regular thresholds

We now demonstrate that a moving sink will be tracked by a solution of the nonautonomous
system if the rate parameter r is small enough. We also demonstrate that a (normally repelling)
moving regular threshold will be tracked by an R-tipping threshold if r is small enough. To
prove these results, we consider the compactified system (24) as a singularly perturbed fast-
slow system. This allows us to use results from geometric singular perturbation theory on the
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compactified system (24) with small parameter 0< r≪ 1 from section 6.4, together with rela-
tions between nonautonomous (3) and compactified (24) system dynamics from section 6.6.

The first result states a sufficient condition that moving sinks are tracked. It reformu-
lates [11, lemma 2.3] for more general external inputs Λ(τ) that are arbitrary dimensional and
not necessarily bounded between λ− and λ+, and for solutions x[r](τ,x0, τ0) that are not neces-
sarily pullback attractors. The stronger assumption of exponentially asymptotically constant
Λ(τ) is made here for simplicity, and the results can easily be extended to any asymptotically
constant Λ(τ) by using [132, definition 2.2]; see also section 8.

Theorem 7.1. Consider a nonautonomous system (3) with an input Λ(τ) that is exponentially
asymptotically constant to λ+. Suppose there is a moving sink e(Λ(τ)) on I= (τ0,+∞), and
recall that e(Λ(τ))→ e+ as τ →+∞. Fix any δ > 0.

(a) For any solution x[r](τ,x0, τ0) with x0 in the basin of attraction of e(Λ(τ0)), there is an
r∗(δ)> 0 and a τ∗(r, δ)⩾ τ0, such that x[r](τ,x0, τ0) δ-close and end-point tracks the mov-
ing sink e(Λ(τ)) on (τ∗,+∞)⊆ I for any r ∈ (0,r∗).

(b) Suppose in addition that Λ(τ) is exponentially bi-asymptotically constant, e(Λ(τ)) is a
moving sink on I= R, and recall that e(Λ(τ))→ e− as τ →−∞. Then, there is an r∗(δ)>
0 such that

• The unique local pullback attractor x[r](τ,e−) from proposition 6.4(a) exists for any
r ∈ (0,r∗) and all τ ∈ R.

• The local pullback attractor x[r](τ,e−) δ-close and end-point tracks the moving sink
e(Λ(τ)) on I= R for any r ∈ (0,r∗).

Remark 7.1. The compactification from section 6 allows us to prove theorem 7.1 using
Fenichel’s theorem [39, theorem 9.1] on persistence of compact normally hyperbolic invariant
manifolds. Alternative approaches that may give results similar to theorem 7.1(b) include: [6,
theorem III.1] which uses results from [13], [11, lemma 2.3] which uses results from [35] on
persistence of non-compact normally hyperbolic invariant manifolds in bounded geometry,
[70] which uses a Melnikov integral approach, and [75] which uses the hull construction,
although the last two examples are for one-dimensional (scalar) systems.

Proof of theorem 7.1. Choose the compactification parameter α that satisfies proposition 6.1
for any r> 0.

(a) Recall from proposition 6.2(a) that the moving sink e(Λ(τ)) on I= (τ0,+∞) corresponds
to a one-dimensional compact connected attracting normally hyperbolic critical manifold

Ẽ[0]
α = {(e(Λα(s)),s) : s ∈ [s0,1]} ,

in the extended phase space of the compactified system (24), where s0 = gα(τ0). It then
follows from [39] that, for r> 0 sufficiently small, Ẽ[0]

α perturbs to a one-dimensional con-
nected attracting normally hyperbolic invariant manifold Ẽ[r]

α that lies C1-close to Ẽ[0]
α and,

as ẽ+ is isolated, contains ẽ+. Thus, for any δ > 0 and initial condition (x0,s0) in the basin
of attraction of e(Λα(s0)), we can choose r∗ small enough so that: (i) Ẽ[r]

α is normally
hyperbolic (v+ from proposition 6.3(a) is the leading eigenvector), attracting, and lies δ-
close to Ẽ[0]

α for any r ∈ (0,r∗) and all s ∈ [s0,1], and (ii) (x0,s0) is in the basin of attraction
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of Ẽ[r]
α for any r ∈ (0,r∗). Thus, x[r](τ,x0, τ0) will be attracted to the solution of (3) corres-

ponding to Ẽ[r]
α , and δ-close and end-point track e(Λ(τ)) on (τ∗,+∞) for any r ∈ (0,r∗)

and sufficiently large τ∗ ⩾ τ0.
(b) In this case, we have

Ẽ[0]
α = {(e(Λα(s)),s) : s ∈ [−1,1]} ,

so that Ẽ[r]
α is connected, attracting and normally hyperbolic, contains ẽ− and ẽ+, and lies

δ-close to Ẽ[0]
α for any r ∈ (0,r∗) and all s ∈ [−1,1]. Since ẽ− is a hyperbolic equilib-

rium with one unstable direction, Ẽ[r]
α contains the branch of the unique one-dimensional

unstable manifold of ẽ− in the compactified system (24). Hence, by proposition 6.4(a), Ẽ[r]
α

corresponds to a unique local pullback attractor x[r](τ,e−) that limits to e− as τ →−∞ in
the nonautonomous system (3). It then follows from the properties of Ẽ[r]

α that x[r](τ,e−)
exists for all τ ∈ R, and δ-close and end-point tracks e(Λ(τ)) on R for any r ∈ (0,r∗).

The next result is an analogous to theorem 7.1, but for moving thresholds.

Theorem 7.2. Consider a nonautonomous system (3) with an input Λ(τ) that is exponentially
asymptotically constant to λ+. Suppose the future limit system (7) has an equilibrium regular
R-tipping edge state η+. Then,

(a) There is a τ 0 (that may be −∞), and

• A moving equilibrium regular edge state η(Λ(τ)) on I= (τ0,+∞) that limits to η+.
• A moving regular threshold θ(Λ(τ)) on I= (τ0,+∞) that contains η(Λ(τ)).

(b) Additionally, there is an R-tipping threshold Θ[r](τ) anchored at infinity by η+. Further-
more, for any δ > 0 there is an r∗(δ)> 0 such that the R-tipping threshold Θ[r](τ) lies
δ-close28 to the moving threshold θ(Λ(τ)):

dH
(
Θ[r](τ),θ(Λ(τ))

)
< δ, (34)

for any r ∈ (0,r∗) and all τ > τ0.

Proof. (a) Note that, from definitions 4.1 and 4.2, the future limit system (7) has a regu-
lar threshold θ+ containing η+, and θ+ and η+ are normally hyperbolic. On applying
proposition 4.1 for the case λ∗ = λ+, they can be continued on some neighbourhood Q
of λ+ to families of equilibrium regular edge states η(λ) and regular thresholds θ(λ)
that vary C1-smoothly with λ ∈ Q. Pick any such Q⊆ PΛ together with a τ 0 such that
Q= {Λ(τ) : τ ∈ (τ0,+∞)}. This gives a moving equilibrium regular edge state η(Λ(τ)
on I= (τ0,+∞) that limits to η+, and amoving regular threshold θ(Λ(τ)) on I= (τ0,+∞)
that limits to θ+ and contains η(Λ(τ).

(b) Choose the compactification parameter α that satisfies proposition 6.1 for any r> 0. Let
s0 = gα(τ0), and note that

Θ̃[0]
α := {(θ(Λα(s)),s) : s ∈ [s0,1]},

28 The notion of Hausdorff distance dH is discussed in appendix A.1.
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is a normally hyperbolic forward-invariant manifold in the extended phase space of the
r= 0 compactified system (24), that corresponds to the moving regular threshold θ(Λ(τ))
on I= (τ0,+∞). Note that Θ̃[0]

α contains θ̃+ and η̃+. It then follows from [39, theorem 9.1]
that, for any δ > 0, we can choose a sufficiently small r∗ > 0, so that there is a perturbed
normally hyperbolic manifold Θ̃

[r]
α that lies δ-close to Θ̃

[0]
α in the sense of (34) for any

r ∈ (0,r∗) and all s ∈ [s0,1] in the compactified system (24). Furthermore, Θ̃[r]
α contains

η̃+, meaning that it is contained within the stable manifold of η̃+. For any r ∈ (0,r∗), pick
a forward-invariant subset of Θ̃[r]

α on [s0,1]. On applying proposition 6.4(b), this forward-
invariant subset corresponds to an R-tipping thresholdΘ[r](τ) that is anchored at infinity by
η+ and lies δ-close to the moving threshold θ(Λ(τ)) for all τ > τ0 in the nonautonomous
system (3).

7.2. Threshold instability as a criterion for R-tipping

This section maintains our goal of a mathematical framework that is applicable, and follows
the approach in [11]. Specifically, we use simple properties of the autonomous frozen sys-
tem (4), and the external input Λ, to give rigorous yet easily testable criteria for R-tipping in
the nonautonomous system (2) or (3). These criteria are for moving sinks on I= R and R-
tipping from e− via loss of end-point tracking, due to crossing regular R-tipping thresholds
anchored at infinity by an equilibrium regular R-tipping edge state.

Reference [11, theorem 3.2] uses the notion of ‘forward basin stability’ to give sufficient
conditions for such R-tipping to occur, and to be excluded, in one-dimensional (scalar) sys-
tems. Recent work [63, 133] suggests that simple testable criteria to exclude such R-tipping
will be much less easy to formulate for higher dimensional systems unless there are additional
constraints. The main reason is that, in higher dimensions, forward basin stability does not
exclude the possibility of R-tipping.

Below, we use the notion of ‘(forward) threshold instability’ introduced in section 4.3 to
give sufficient conditions for the occurrence of such R-tipping in arbitrary dimension. In case
(a), we give a sufficient condition to identify autonomous frozen systems that can exhibit such
R-tipping for suitably chosen external inputs Λ. In case (b), we give a sufficient condition for
such R-tipping to occur in a nonautonomous system with a (possibly reparametrized) given
external input Λ. This case is a generalization of [11, theorem 3.2 part 2].

Theorem 7.3. Consider a nonautonomous system (3) with a parameter path P. Suppose the
autonomous frozen system (4) has a hyperbolic sink e(λ) that varies C1-smoothly with λ ∈ P,
and an equilibrium regular edge state η(λ) with a regular threshold θ(λ).

(a) If e(λ) is threshold unstable on P due to θ(λ), then there is an exponentially bi-
asymptotically constant input Λ(τ) that traces out PΛ = P and gives R-tipping from e−

in the nonautonomous system (3).
(b) Consider a given exponentially bi-asymptotically constant input Λ(τ) tracing out PΛ = P

such that e(Λ(τ)) is forward threshold unstable due to θ(Λ(τ)), and η(Λ(τ)) limits to
η+. Then, there is R-tipping from e− in the nonautonomous system (3) for Λ with suitably
reparametrised time, i.e. for some Λ̃(τ) = Λ(σ(τ)) tracing out the same path PΛ̃ = PΛ =
P, where σ is a strictly monotonic increasing function.

3275



Nonlinearity 36 (2023) 3238 S Wieczorek et al

Remark 7.2. Note that:

• The R-tipping criteria in theorem 7.3 are sufficient but not necessary: there are examples of
(non-degenerate) R-tipping for a moving sink on I= R in the absence of forward threshold
instability and presence of forward basin stability [63, 133].

• The conditions in theorem 7.3 do not necessary imply that the R-tipping is non-degenerate.
Nonetheless, we expect that a solution x[r](e−) and the codimension-one R-tipping threshold
Θ[r](τ)will cross transversely on varying r, and suggest that ‘(forward) threshold instability’
will typically give non-degenerate R-tipping.

• The R-tipping in theorem 7.3 is from e− and for a moving sink on I= R, which is often the
case of interest. We discuss generalisations of theorem 7.3 to R-tipping from a fixed (x0, τ0)
and/or for a moving sink on a finite or semi-infinite time interval I in section 8.

• In the simplest cases in theorem 7.3(b), we may be able to choose Λ̃ = Λ and obtain R-
tipping for a suitable choice of the rate parameter r= r∗ [133], but more generally, Λ̃ is a
time reparametrisation of Λwith the same limiting behaviour. In other words, we can ensure
that the pullback attractor is on different sides of the R-tipping threshold for a fixed r and
different Λ̃, but it is more complex to ensure that this occurs for a fixed Λ̃ = Λ and different r.

The proof of theorem 7.3 is given in appendix B.

7.3. Connecting orbit as a general criterion for R-tipping and a general method for computing
critical rates

While B-tipping can be found and continued in system parameters on applying tools from
theory of autonomous bifurcations [28, 32, 71] to the autonomous frozen system (4), this is not
the case for nonautonomous R-tipping. Furthermore, whereas section 7.2 considers R-tipping
for moving sinks on I= R (e.g. see figure 5(a)), some R-tipping occur from moving sinks on a
semi-infinite or even finite time interval I⊂ R (e.g. see figure 5(b)). Therefore, there is a need
for general criteria and methods to find different nonautonomous R-tipping and continue them
in system parameters.

To address this need, in this section we continue with an applicable mathematical frame-
work. Our focus remains on R-tipping via loss of end-point tracking, due to crossing regular
R-tipping thresholds anchored at infinity by an equilibrium regular R-tipping edge state. How-
ever, there are two differences from section 7.2. First, we relax the assumption of moving sinks
on I= R. Second, we use properties of the autonomous compactified system (24) to give rig-
orous criteria for R-tipping and critical rates in the nonautonomous system (2) or (3).

The proof of theorem 7.3 used the compactification technique of section 6 to show there
is R-tipping in the nonautonomous system (3) by computing codimension-one heteroclinic
connections in the compactified system (24). A similar approach has previously been used on
a case-by-case basis to compute critical rates in specific examples of R-tipping [6, 11, 12, 95,
133]. We show here that connecting (heteroclinic) orbits of (24) can be used to:

• Give necessary and sufficient conditions for the occurrence of non-degenerate R-tipping
from e− or (x0, τ0) for moving sinks on any time interval I⊆ R.

• Give a general method for computing critical rates for R-tipping. This method also applies
to more complicated regular R-tipping edge states such as limit cycles or quasiperiodic tori.
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To be more specific, recall the notation from section 6 for equilibria of the limit systems
embedded in the extended phase space of the compactified system

ẽ± = (e±,±1) and η̃+ = (η+,1),

and keep in mind that s0 = gα(τ0). In the case of asymptotic constant input with a future limit
λ+, R-tipping from a fixed (x0, τ0) in nonautonomous system (3) depends on where (x0,s0)

lies in relation to the stable manifold W s,[r]
α (η̃+) in the extended phase space of the autonom-

ous compactified system (24). Here, (x0,s0) is fixed29, but the position ofW s,[r]
α (η̃+) typically

changes with r. R-tipping from (x0, τ0) occurs when there is a connecting orbit from (x0,s0) to
η̃+ in the compactified system. Such connecting orbits arise when (x0,s0) crosses W

s,[r]
α (η̃+)

under varying r. In the bi-asymptotic constant input case, R-tipping from e− in nonautonom-
ous system (3) depends on where the one-dimensional unstable manifold Wu,[r]

α (ẽ−) lies in
relation to W s,[r]

α (η̃+) in the extended phase space of the compactified system (24). Here, the
positions of bothWu,[r]

α (ẽ−) andW s,[r]
α (η̃+) typically change with r. R-tipping from e− occurs

when there is a connecting heteroclinic orbit from ẽ− to η̃+ in the compactified system. Such
connecting orbits arise whenWu,[r]

α (ẽ−) andW s,[r]
α (η̃+) cross each other under varying r. These

observations allow us to state necessary and sufficient conditions for the occurrence of certain
non-degenerate R-tipping in (3) in terms of non-degeneracy criteria for connecting (hetero-
clinic) orbits in (24). To formulate these criteria in a proposition, we use

trj[r]α (x0,s0)⊂ Rn× [−1,1],

to denote a trajectory started from (x0,s0) in the phase space of the compactified system (24)
parametrised by the rate r> 0. If this trajectory converges to ẽ− backward in time, we write

trj[r]α (ẽ−)⊂Wu,[r]
α (ẽ−),

using the relation from proposition 6.4(a). We also write

trj[r]α ⊂ Rn× [−1,1],

to mean either trj[r]α (x0,s0) or trj
[r]
α (ẽ−), depending on the context.

Proposition 7.1. Consider the nonautonomous system (3) with an input Λ(τ) satisfying either
of the following conditions:

1. Λ(τ) is exponentially asymptotically constant to λ+. The future limit system (7) has an
equilibrium regular R-tipping edge state η+.

2. Λ(τ) is bi-exponentially asymptotically constant to λ− and λ+. In addition to condition 1,
the past limit system (8) has a hyperbolic sink e−.

Let trj[r]α = trj[r]α (x0,s0) in cases 1 or 2, or trj
[r]
α = trj[r]α (ẽ−)⊂Wu,[r]

α (ẽ−) in case 2. The
nonautonomous system (3) undergoes non-degenerate R-tipping at η+ with critical rate rc > 0
if and only if, in the compactified system (24):

(a) For r= rc, trj
[rc]
α is a (heteroclinic) connection to the regular R-tipping edge state η̃+:

trj[rc]α ⊂W s,[rc]
α (η̃+).

29 Note that a fixed (x0, t0) in nonautonomous system (2) gives a rate-dependent (x0, s
[r]
0 ) in the compactified sys-

tem (26).
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(b) There is a δ > 0 such that for r ∈ (rc− δ,rc) and r ∈ (rc,rc+ δ), trj[r]α lies on different sides

of W s,[r]
α (η̃+).

(c) Each branch of Wu(η̃+) is a connection from η̃+ to an attractor.

Remark 7.3. Various conditions are usually proposed for a heteroclinic orbit to be considered
as non-degenerate. These are typically assumptions about the orbit and the limiting states as
well as more subtle assumptions on parameter variation and the geometry of linearised beha-
viour; see for example [51]. We consider the connecting (heteroclinic) orbit to η̃+ in sys-
tem (24) to be non-degenerate if:

(i) It is found at codimension one in r.
(ii) The trajectory of interest trj[r]α crosses from one side of W s,[r]

α (η̃+) to the other at r= rc.
We do not require that the crossing occurs with non-zero speed in r, though this is likely
to be typically the case.

(iii) There are no homoclinic connections from η̃+ to itself or heteroclinic connections from
η̃+ to other saddle(s). Note that this assumption aboutWu(η̃+) is not explicitly about the
connecting orbit of interest or its limiting state(s).

Then, proposition 7.1 says that there is a non-degenerate R-tipping in system (24) from
definition 5.5(a) if and only if there is a non-degenerate connecting (heteroclinic) orbit to η̃+

in system (24).

Proof of proposition 7.1. Choose any compactification parameter α such that proposition 6.1
applies. Recall from section 6.2 that s(τ) = gα(τ), and relate trj[r]α to a solution x[r](τ) of the
nonautonomous system (3) with fixed r> 0:

trj[r]α =
{(

x[r](τ),s(τ)
)}

τ∈R
.

Recall from proposition 6.4(b) that W s,[rc]
α (η̃+) contains a family of regular R-tipping

thresholdsΘ[r](τ), and each embedded edge tail contains one branch of the unstable manifold
Wu(η̃+). Thus, conditions (a) and (b) imply that the nonautonomous system (3) undergoes R-
tipping: there are rc,r2 > 0 such that x[rc](τ)→ η+ and x[r2](τ) ̸→ η+ as τ →+∞. Condition
(b) also implies that the rate rc is isolated in the sense that x[r](τ) ̸→ η+ for 0< |r− rc|< δ.
Hence rc is a critical rate. Condition (b) together with proposition 6.5(a) imply that the lower
and upper edge tails of η+ are different. Finally, condition (c) implies that each edge tail
connects η+ to an attractor. Hence R-tipping is non-degenerate. Conversely, non-degenerate
R-tipping implies conditions (a), (b) and (c). Specifically, R-tipping implies (a). Each edge tail
of η+ being a different connection from η+ to an attractor, together with proposition 6.5(c),
imply (b). Each edge tail of η+ being a connection from η+ to an attractor implies (c).

In consequence, critical rates for R-tipping in nonautonomous system (3) can be found by
finding r that give codimension-one or higher connecting (heteroclinic) orbits to η̃+ in the
compactified system (24). It is important to note that, unlike R-tipping thresholds, these con-
necting orbits are one-dimensional curves, which makes them relatively easy to detect in r,
and then continue in other parameters to obtain curves or even hypersurfaces of critical rates.
This allows us to produce nonautonomous R-tipping diagrams [88, 92, 133] akin to classical
autonomous bifurcation diagrams. Non-degenerate R-tipping has additional requirements that
η̃+ is a regular edge state, the edge tails of η̃+ are different, and each edge tail is a connection
from η̃+ to an attractor. This means that parameter continuation of critical rates may give con-
tinuation of non-degenerate R-tipping, at least in cases where different edge tails connect to
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attractors that are simple enough (e.g. an equilibrium or a limit cycle) to continue as attractors
in these other parameters. In practice, critical rates and non-degenerate R-tipping can always
be computed using a shooting method. In cases where η̃+ is an equilibrium, a limit cycle, or
possibly a quasiperiodic torus, parameter continuation can be done using numerical imple-
mentations of detection and continuation methods such as that of Beyn [15] and Lin [66, 73],
or numerical software packages such as HOMCONT [22] or MATCONT [28] based on these
methods.

Finally, we point out that our approach relating R-tipping in the nonautonomous system (1)
to an ẽ−-to-η̃+ heteroclinic connection in the compactified autonomous system (24) has strong
parallels with an alternative approach relating R-tipping to a collision (loss of uniform asymp-
totic stability) of a pullback attractor that limits to e− and a pullback repeller that limits to η+

in the one-dimensional (scalar) nonautonomous system (1) [70, 75].

8. Summary and open questions

This paper describes nonlinear dynamics of a multidimensional nonautonomous system (1) (or
equivalently system (3)) for quite a general class of asymptotically constant external inputs, or
parameter shifts, that vary with time at a rate r and decay exponentially at infinity. It uses exten-
sion to the compactified autonomous system (24) and (25) by including autonomous dynamics
of the future (7) and past (8) limit systems from infinity. This approach allows us to under-
stand the dynamics of the nonautonomous system (1) in terms of compact invariant sets of the
autonomous future limit system. The focus is on genuine nonautonomous R-tipping instabilit-
ies that can occur at critical rates r= rc. Asymptotically autonomous systems have been stud-
ied in the past in terms of asymptotic equivalence of two separate systems: the nonautonomous
system (1) and the future limit system (7) [21, 50, 79, 105, 123]. A particular advantage of our
approach is that all invariant sets, including trajectories of the nonautonomous system (1) as
well as compact invariant sets of the autonomous limit systems (7) and (8), can be related to
the one autonomous compactified system (24) and (25).

Our strategy is to define R-tipping in the nonautonomous system, introduce the key con-
cepts of R-tipping thresholds as well as R-tipping edge states and their edge tails also in the
nonautonomous system, and derive the main results using the compactified system. As a start-
ing point, proposition 6.3 uses results from [132] to show for exponentially bi-asymptotically
constant inputs that the compactified system is in standard format for a C1 smooth slow-fast
system, where the rate parameter r is the timescale separation. Small r corresponds to quasi-
static approximation, giving rise to tracking of a branch of base attractors for the frozen sys-
tem (4). R-tipping can be understood as a breakdown of the quasistatic approximation, giving
rise to loss of tracking (i.e. moving away from the branch of base attractors) due to crossing
an R-tipping threshold for some larger r.

We give methods to identify, classify and understand R-tipping in a wide variety of ODE
models from applications. In other words, we generalise and extend results from [11] on irre-
versible R-tipping in one dimension to arbitrary dimensions and to different cases of R-tipping,
some of which can occur only in higher dimensional systems. In particular, we give tools for a
fairly complete understanding of systems with equilibrium base attractors whose basin bound-
aries consist of regular thresholds anchored by regular equilibrium edge states. This culminates
in two results. Theorem 7.3 gives an easily verifiable set of sufficient conditions for R-tipping
to be present in a multidimensional nonautonomous system (1) for some choice of the external
input. Proposition 7.1 shows how R-tipping in the nonautonomous system corresponds to a
(heteroclinic) connection to an R-tipping edge state in the compactified autonomous system,
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and thus gives a numerical tool for quantifying R-tipping and computing critical rates in quite
general cases.

A challenge for the future is to understand and classify R-tipping for more complicated
cases such as:

(a) R-tipping for a moving sink on a semi-infinite or finite time interval I. Theorem 7.3 con-
siders R-tipping from an equilibrium attractor e− for moving sinks on I= R. The res-
ult in cases of R-tipping from a fixed (x0, τ0) for a moving sink on an infinite I= R or
semi-infinite I= (τ−,+∞)⊂ R will follow from a simple generalisation of theorem 7.3,
that is on considering the trajectory from (x0, τ0) rather than the one that limits to e−.
Additionally, there are cases of R-tipping from e− for a moving sink on a semi-infinite
I= (−∞, τ+)⊂ R, or from a fixed (x0, τ0) for a moving sink on a finite I= (τ−, τ+)⊂ R
or semi-infinite I= (−∞, τ+)⊂ R. In such cases, the moving sink bifurcates or disappears
at some finite time, and need not even be forward threshold unstable (e.g. see figure 5(b)).
Thus, such cases will require a more extensive generalisation of theorem 7.3.

(b) R-tipping from non-equilibrium attractors γ−. For systems with phase space of dimen-
sion higher than one, there can be R-tipping from more general attractors γ− including
limit cycles [5, 6], quasiperiodic tori, and chaotic attractors [3, 61, 74]. It is interesting to
note that results on R-tipping in such cases will depend to some extent on the approach
taken. For example, non-degenerate R-tipping according to definition 5.5 can be gener-
ically found at codimension one or zero, depending on whether we take the pointwise
or setwise approach. In the pointwise approach, where one considers a single solution
that limits to γ− as τ →−∞, non-degenerate R-tipping can be generically found only at
codimension-one in r, as explained in section 5.4. By contrast, in the setwise approach,
one considers the set of all solutions that limit to γ− as τ →−∞. In this case, it is pos-
sible that non-degenerate R-tipping can be found at codimension-zero in r: there can be
an interval of r such that non-degenerate R-tipping is found for any value of r within the
interval and some solution in the set of solutions that limit to γ− as τ →−∞. Furthermore,
non-equilibrium attractors can give rise to additional cases of R-tipping, such as ‘partial
R-tipping’ from a limit cycle γ− described in [6] (see also [5]), and to additional cases
of tracking, such as ‘weak tracking’ [3] where the pullback attractor limits to an unstable
subset of a chaotic attractor γ− as τ →−∞. A physical measure on γ− can be used to
quantify the probability that R-tipping takes place [10, 87].

(c) R-tipping without crossing regular thresholds. For systems with phase space of dimension
higher than one, it is possible to have R-tipping where, as τ →+∞, the solution limits to a
compact invariant set η+ on the boundary of a basin of attraction that is not a regular edge
state. Such η+ may be associated with a threshold that is irregular, or with no threshold at
all, for one of several possible reasons.More precisely, the boundary of a basin of attraction
may include any of:

(i) Saddle periodic orbits η+ with codimension-one stable manifolds that are not orient-
able (irregular thresholds).

(ii) Chaotic saddles η+ with codimension-one stable manifolds that are not embedded
(irregular thresholds).

(iii) Compact invariant sets η+ with stable invariant manifolds of codimension two or
higher, for example a source in R2 (no thresholds).

In all three cases, R-tipping will occur without crossing a regular threshold. Case (i) leads
to R-tipping that does not give a change in the system behaviour. Case (ii) can generate
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basin boundaries with highly nontrivial fractal structure [80]. This means that R-tipping
may occur not only at isolated values of rc, but also at sets of rc with nontrivial accumu-
lation points. Case (iii) generically will not be of codimension one in r, but it can be for
R-tipping from non-equilibrium attractors γ−; see point (b) above. For example, in the
setwise approach, trajectories from a limit cycle attractor γ− may interact with an equilib-
rium η+ with two unstable directions at codimension one in r. Such ‘invisible R-tipping’
is documented in [6].

(d) R-tipping due to crossing quasithresholds. In any dimension, it is possible for so-called
‘quasithresholds’ [40] to be present in system (1). The key difference from regular
thresholds is that quasithresholds do not contain an R-tipping edge state η+. Therefore,

(i) Quasithresholds cannot give rise to qualitative R-tipping via loss of end-point track-
ing. They can only give rise to quantitative R-tipping via loss of δ-close tracking; see
section 3.3.

(ii) Rigorous definitions of quasithresholds and R-tipping via loss of δ-close tracking that
are relevant for applications still remain a challenge [92, 95].

Quasithresholds can arise when a moving regular edge state disappears at some finite
time [133, section 4.9], or when the frozen system is slow-fast [40, 92, 129, 131]. Recent
examples of R-tipping due to crossing quasithresholds in slow-fast systems show that sin-
gular R-tipping edge states may appear in the limit of infinite time scale separation; see
e.g. [92].

(e) R-tipping for asymptotically constant external inputs with non-exponential asymptotic
decay. Our results assume asymptotically constant external inputs with exponential decay.
This ensures that (normally) hyperbolic compact invariant sets of the autonomous limit
systems remain (normally) hyperbolic when embedded in the extended phase space of the
compactified system. It should be possible to generalise our results to asymptotically con-
stant external inputs with slower than exponential decay, provided they are ‘normal’ in the
sense of [132, definition 2.2]. Although such inputs give rise to a centre direction in the
compactified system, one can show that both the ensuing centre manifold of ẽ− and the
centre-stable manifold of a regular equilibrium R-tipping edge state η̃+ are unique [132,
theorems 3.3 and 3.4].

(f) R-tipping for external inputs that are not asymptotically constant.While we focus here on
asymptotically constant external inputs, more complex external inputs represent another
interesting direction of generalization. In particular, one could consider external inputs
that are asymptotically periodic or quasiperiodic. One proposed definition for R-tipping in
this general case is suggested in [53, 70, 75] as a bifurcation of a pullback attractor. There
are many parallels with our work on relating R-tipping to a heteroclinic connection in
the compactified system (see also the last paragraph in section 7.3), but obtaining general
results without imposing stringent hypotheses is likely to be a challenge. Also note that R-
tipping due to crossing a quasithreshold may not correspond to a bifurcation of a pullback
attractor.

(g) R-tipping in nonautonomous partial differential equations (PDEs). So far, analysis of R-
tipping have focused on nonautonomous ordinary differential equation models (1). How-
ever, there are important examples of R-tipping in spatially-extended systems modelled by
nonautonomous PDEs [24, 115] including heterogenous reaction-diffusion systems [14,
44]. Analysis of R-tipping in PDEs is more challenging, will likely involve new critical
factors such as critical spatial extent of the external input, and requires development of
alternative mathematical techniques; e.g. see [44].
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(h) R-tipping and Control Theory. The R-tipping framework presented here gives rigorous
results about asymptotic behaviour of a nonlinear system for a given external input, in
the spirit of dynamical systems theory. This approach is motivated by applications where
given inputs may be difficult to alter or control (e.g. climate, ecology, earthquakes or
neuroscience). An alternative approach is to specify the desired asymptotic state, and use
ideas from control theory to make rigorous statements about the class of ‘optimal’ external
inputs. This interesting direction of future research on R-tipping is of interest in applic-
ations where one has control over the external inputs (e.g. control engineering, climate
change mitigation strategy, disease treatment or epidemiological intervention strategy).
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Appendix A. Some geometric background

A.1. Hausdorff distance functions

Recall the Hausdorff semi-distance between a point x and a compact set A of a normed space
is given by

d(x,A) = inf
y∈A

∥x− y∥, (35)

For simplicity, we write

x[r] (τ)→ A as τ →+∞ to denote d
(
x[r](τ),A

)
→ 0 as τ →+∞, and

x[r] (τ) ̸→ A as τ →+∞ to denote d
(
x[r](τ),A

)
̸→ 0 as τ →+∞.

In theorem 7.2 we use the Hausdorff distance between compact sets A and B:

dH(A,B) =max(d(A,B),d(B,A)) , (36)

where

d(A,B) = sup
x∈A

[
inf
y∈B

∥x− y∥
]
.

Note that that d(A,B) = 0 if and only if A⊂ B and dH is a metric on the space of compact
subsets.
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A.2. Embedded and orientable manifolds

In order to define regular thresholds in section 4.1, we recall some properties of invariant
manifolds, and refer to [104] for a more general discussion. A set S ∈ Rn is an immersed
codimension-one manifold if there is an (n− 1)-dimensional manifold V and a smooth map

F : V→ Rn,

such that F(V) = S and DF(v) has maximal rank at all v ∈ V. The immersed manifold S is
embedded if F can be chosen such that F is a homeomorphism onto its image. For the par-
ticular case of an embedded codimension-one manifold, F(V) = S⊂ Rn is orientable if there
is a normal unit vector ν(x) that varies smoothly with x ∈ S. Note that ν(x) is normal to the
tangent space TxS, and µ ∈ TxS if and only if ν(x) ·µ= 0. In such case, there are two choices
for a normal unit vector corresponding to±ν(x). We say an embedded manifold S varies con-
tinuously (or smoothly) with λ if the embedding map F can be chosen to be continuous (or
smooth) in λ.

Suppose that S is a codimension-one invariant stable manifold of a (normally) hyperbolic
compact invariant set defined to contain the set. Then, S is an injectively immersed repelling
manifold [104] and thus a candidate for a threshold. However, S need not be orientable. For
example, if S is the stable manifold of a saddle limit cycle with a real negative Floquet mul-
tiplier [90], or the stable manifold of a saddle equilibrium that undergoes a non-orientable
homoclinic bifurcation [2], then S is non-orientable. Moreover, an orientable S need not be
embedded: it may be remarkably complex, locally disconnected and even fractal in structure;
see [1] for a review. In case S is non-orientable or not embedded, one may be able to restrict
to an orientable embedded submanifold of S, though this is not possible in general.

A.3. Signed distance near a threshold

Near an embedded orientable codimension-one manifold S, one can define a signed distance
between a point x and S. We choose an open set N such that S divides N into two components
which we call (arbitrarily) N− and N+, and use Nc to denote the complement of N. We then
define

ds(x,S) =


d(x,S) if x ∈ N+,

0 if x ∈ S,
−d(x,S) if x ∈ N−.

∞ if x ∈ Nc
(37)

Note that ds is a smooth function of x ∈ N for a suitable choice of N [42, lemma 14.16].

A.4. Attractors and boundary of a basin of attraction

Suppose that ψ(τ,x0) is the solution to the autonomous frozen system (5) at time τ started
from the initial condition x= x0 at τ = 0. Consider any set D and define ψ(τ,D) = {ψ(τ,x) :
x ∈ D}. Then the ω−limit set of D is

ω(D) =
⋂
T>0

{ψ(τ,D) : τ > T}.

We define an attractor as follows [84]:

Definition A.1. We say that a compact invariant set A⊂ Rn is an attractor for the autonomous
frozen system if:
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(i) A is the ω-limit set of a neighbourhood of itself.
(ii) A does not contain any proper subsets that satisfy (i).

The basin of attraction of A is

B(A) = {x : ω(x)⊂ A},
and its boundary is

∂B(A) = B(A) \B(A),
where B(A) is the basin closure. Note that, in general, a codimension-one basin boundary need
not divide the phase space into different basins of attraction. Indeed, the basin boundary need
not be connected or even locally connected.

Appendix B. Proof of theorem 7.3

We give a detailed proof of statements (a) and (b).
(a) Threshold instability of e(λ) on P due to θ(λ) implies that there is a C1-smooth fam-

ily of θ(λ), as well as λa and λb in P and in the domain of existence of θ(λ), such that
ds(e(λa),θ(λb)) = 0 and ds(e(λ1),θ(λ2)) takes both signs in any neighbourhood of (λa,λb)
in P2. Recall from (14) the signed distance notation∆Λ(τ1, τ2) at different points in time, and
from appendix A.3 that ∆Λ(τ1, τ2) is smooth and well defined near (τa, τb). Now choose any
C1-smooth function Λ(τ) such that:

• Λ(τ) traces out PΛ = P and is exponentially bi-asymptotically constant to λ±.
• There are τa < τb such that30 Λ(τa) = λa and Λ(τb) = λb,
• ∆Λ(τa, τb) = 0, and ∆Λ(τ1, τ2) takes both signs in any neighbourhood of (τa, τb) ∈ R2.
• The future limit λ+ of Λ(τ) is in the domain of existence of η(λ) ∈ θ(λ).

For such external input Λ(τ), the moving sink e(Λ(τ)) is forward threshold unstable due
to a moving regular threshold θ(Λ(τ)) with a moving equilibrium regular edge state η(Λ(τ))
that limits to an equilibrium regular R-tipping edge state η+. We then apply case (b) of this
theorem for this Λ(τ) to obtain the result.

(b) Choose any convex neighbourhoodN of (τa, τb) in R2. Forward threshold instability of
e(Λ(τ)) due to θ(Λ(τ)) means that we can choose a small enough δ > 0, as well as the time
pairs (τ−a , τ

−
b ) and (τ+a , τ

+
b ) in N , such that

∆Λ(τ
+
a , τ

+
b ) = δ > 0 and ∆Λ(τ

−
a , τ

−
b ) =−δ < 0; (38)

see figure 7 for an illustration of this.
Next, consider a time reparametrisation of the prescribed external input Λ(τ):

Λ̃(τ) = Λ(στα,τβ ,ϵ(τ)), (39)

using a parametrised family of strictly monotone increasing functions στα,τβ ,ϵ(τ) with range
R and three parameters31 ε> 0 and τα < τβ ∈N . We define this reparameterisation of time
by means of a function

στα,τβ ,ϵ(τ) := τα + ϵτ +
(
τβ − τα − ϵ2

)
ξ (τ/ϵ) , (40)

30 Note thatΛ(τ) passes through λa before λb, though it may pass through either or both of these values several times.
31 Note that the subscript in τα is not related to the compactification parameter α.
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Figure 7. An illustration of the threshold in the proof of theorem 7.3: the (τ1, τ2)-
plane with a (blue) convex neighbourhood N of (τa, τb) in the region where τ2 >
τ1. Shown are examples of time pairs: (τa, τb) where ∆Λ(τa, τb) = 0, (τ+

a , τ+
b )

where ∆Λ(τ
+
a , τ+

b ) = δ > 0, and (τ−
a , τ−

b ) where ∆Λ(τ
−
a , τ−

b ) =−δ < 0. A time pair

(τ∗
a , τ

∗
b ), where ds(x[r

∗,Λ̃](ϵ,e−),Θ[r∗,Λ̃](ϵ)) = 0, is guaranteed to lie somewhere on the
(green) line from (τ+

a , τ+
b ) to (τ−

a , τ−
b ).

where ξ(v) is a smooth function such that ξ(v) = 0 for v⩽ 0, ξ(v) = 1 for v⩾ 1 and ξ(v) is
strictly monotone increasing for v ∈ (0,1). For example, we can take

ξ(v) :=
χ(v)

χ(v)+χ(1− v)
,

where

χ(v) :=

{
exp(−1/v) for v> 0,

0 for v⩽ 0,

takes values in the interval [0,1) and is strictly monotone increasing for v> 0. One can check
that στα,τβ ,ϵ(τ) defined by (40) is C∞-smooth in all three parameters, strictly monotone
increasing in τ as long as ϵ2 < τβ − τα, linear with slope ε for τ ⩽ 0 and for τ ⩾ ϵ:

στα,τβ ,ϵ(τ) =

{
τα + ϵτ if τ ⩽ 0,

τβ + ϵ(τ − ϵ) if τ ⩾ ϵ,

and satisfies

στα,τβ ,ϵ(0) = τα and στα,τβ ,ϵ(ϵ) = τβ . (41)

In other words, for ε small compared to τβ − τα, there is slow change for τ ⩽ 0, rapid
change for τ ∈ (0, ϵ), and slow change thereafter. In the limit ε= 0, the reparameterisa-
tion function (40) has a jump discontinuity at τ = 0. Most importantly, if Λ(τ) is exponen-
tially bi-asymptotically constant with decay coefficient ρ> 0, then Λ̃(τ) is also exponentially
bi-asymptotically constant with decay coefficient ερ, so the results in sections 6.6 and 7.1
apply to Λ̃(τ).

For the reparametrised input Λ̃ in (39), we write the unique pullback attractor from proposi-
tion 6.4(a) as x[r,Λ̃](τ,e−) to indicate that, in addition to r, it depends on ε and τα < τβ through
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Λ̃. We fix the rate parameter r= r∗ > 0 and show that there is a choice of the parameters ε and
τα < τβ in Λ̃ such that the ensuing Λ̃(τ) gives R-tipping at this r= r∗.

By the argument in theorem 7.1(b), solution x[r
∗,Λ̃](τ,e−) exists and δ-close tracks the

moving sink e(Λ̃(τ)) for all τ ⩽ 0 if ε is small enough. Similarly, by the argument in the-
orem 7.2(b), a regular R-tipping threshold Θ[r∗,Λ̃](τ) anchored by η+ at infinity exists and
δ-close32 tracks the moving regular threshold θ(Λ̃(τ)) for all τ ⩾ ϵ if ε is small enough. This
means that there is an ϵ1 > 0 such that if 0< ϵ < ϵ1 then

d
(
x[r

∗,Λ̃](τ,e−),e(Λ̃(τ))
)
<

1
3
δ for all τ ⩽ 0 and (τα, τβ) ∈N , (42)

and

dH
(
Θ[r∗,Λ̃](τ),θ(Λ̃(τ))

)
<

1
3
δ for all τ ⩾ ϵ and (τα, τβ) ∈N . (43)

Furthermore, local continuity of x[r
∗,Λ̃](τ,e−) on varying time and the three parameters in Λ̃

means that there is an ϵ2 > 0 such that if 0< ϵ < ϵ2 then

d
(
x[r

∗,Λ̃](0,e−),x[r
∗,Λ̃](ϵ,e−)

)
<

1
3
δ for all (τα, τβ) ∈N . (44)

We chose 0< ϵ <min{ϵ1, ϵ2}.
We now examine the signed distance33 between x[r

∗,Λ̃](τ,e−) andΘ[r∗,Λ̃](τ) at time τ = ϵ,
its dependence on the two remaining parameters τα < τβ , and choose (τα, τβ) ∈N that give R-
tipping. Recall the triangle inequality d(a,b)⩽ d(a,c)+ d(c,b) for points a,b,c ∈ Rn, and also
note that |ds(a,S)− ds(a ′,S)|⩽ d(a,a ′) and |ds(a,S)− ds(a,S ′)|⩽ dH(S,S ′) for any codi-
mension one sets S,S ′, and points a,a ′ in some convex neighbourhood of S and S′, respectively,
where ds(a,S) and ds(a,S ′) are defined. Using these inequalities together with (42) and (44),
note that ∣∣∣ds(x[r∗,Λ̃](ϵ,e−),θ(Λ̃(ϵ)

)
− ds

(
e(Λ̃(0)),θ(Λ̃(ϵ)

)∣∣∣
⩽ d

(
x[r

∗,Λ̃](ϵ,e−),e(Λ̃(0))
)

⩽ d
(
x[r

∗,Λ̃](ϵ,e−),x[r
∗,Λ̃](0,e−)

)
+ d
(
x[r

∗,Λ̃](0,e−),e(Λ̃(0))
)

<
1
3
δ+

1
3
δ =

2
3
δ for all (τα, τβ) ∈N .

(45)

Similarly, using (43), note that∣∣∣ds(e(Λ̃(0)),Θ[r∗,Λ̃](ϵ)
)
− ds

(
e(Λ̃(0)),θ(Λ̃(ϵ)

)∣∣∣
⩽ dH

(
Θ[r∗,Λ̃](ϵ),θ(Λ̃(ϵ)

)
<

1
3
δ for all (τα, τβ) ∈N .

(46)

32 The notion of Hausdorff distance dH is discussed in appendix A.1.
33 The notion of signed distance ds is discussed in appendix A.3.
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The triangle inequality |a− b|⩽ |a− c|+ |c− b| for a,b,c ∈ R, together with (45) and (46),
gives ∣∣∣ds(x[r∗,Λ̃](ϵ,e−),Θ[r∗,Λ̃](ϵ)

)
− ds

(
e(Λ̃(0)),θ(Λ̃(ϵ)

)∣∣∣
⩽ dH

(
Θ[r∗,Λ̃](ϵ),θ(Λ̃(ϵ))

)
+ d
(
x[r

∗,Λ̃](ϵ,e−),e(Λ̃(0))
)

<
1
3
δ+

2
3
δ = δ for all (τα, τβ) ∈N .

(47)

Finally, note from (41) that

ds
(
e(Λ̃(0)),θ(Λ̃(ϵ)

)
=∆Λ(τα, τβ),

and use (47) to arrive at

∆Λ(τα, τβ)− δ < ds
(
x[r

∗,Λ̃](ϵ,e−),Θ[r∗,Λ̃](ϵ)
)
<∆Λ(τα, τβ)+ δ

for all (τα, τβ) ∈N .
(48)

For (τα, τβ) = (τ+a , τ
+
b ), it follows from (38) and (48) that

0< ds
(
x[r

∗,Λ̃](ϵ,e−),Θ[rc,Λ̃](ϵ)
)
< 2δ.

The same argument applied to (τα, τβ) = (τ−a , τ
−
b ) gives

−2δ < ds
(
x[r

∗,Λ̃](ϵ,e−),Θ[r∗,Λ̃](ϵ)
)
< 0.

Now consider pairs (τα, τβ) on the line in N from (τ+a , τ
+
b ) to (τ−a , τ

−
b ); see the green line in

figure 7. Noting that

ds
(
x[r

∗,Λ̃](ϵ,e−),Θ[r∗,Λ̃](ϵ)
)
,

is continuous on this line, the intermediate value theorem guarantees a choice of (τα, τβ) =
(τ∗α, τ

∗
β ) on this line such that

ds
(
x[r

∗,Λ̃](ϵ,e−),Θ[r∗,Λ̃](ϵ)
)
= 0.

It then follows from the properties of Θ[r](τ) in definition 5.3 that

x[r
∗,Λ̃](τ,e−)→ η+ as τ →+∞,

for the chosen 0< ϵ <min{ϵ1, ϵ2} and (τα, τβ) = (τ∗α, τ
∗
β ) ∈N ; see figure 8 for an illustration

of this. Hence we conclude there is R-tipping for this Λ̃(τ) at r= r∗. □
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Figure 8. Construction of the time reparametrization in the proof of theorem 7.3 for
x ∈ R2. (a) Forward threshold instability of the moving sink e(Λ(τ1)) due to crossing the
moving regular threshold θ(Λ(τ2)) for (τ1, τ2) = (τa, τb). (b) For some fixed r= r∗ >

0, there is a reparametrisation Λ̃(τ) = Λ(στα,τβ ,ϵ(τ)) such that the (cyan) pullback

attractor x[r,Λ̃](e−, τ) enters a regular R-tipping threshold Θ[r,Λ̃](τ) (see the snapshot
at time τ = ϵ) for a suitable choice of ε and (τα, τβ) = (τ∗

a , τ
∗
b ) shown in figure 7. The

pullback attractor then tracks η(Λ̃(τ)) and limits to the regular equilibrium R-tipping
edge state η+. For non-degenerate R-tipping, the pullback attractor switches (red/green)
edge tail on crossing r∗.
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