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Predicting online privacy protection for Facebook users with an 
extended theory of planned behavior
Mustafa Bibera, Winnifred R Louisb, and Joanne R Smitha

aUniversity of Exeter; bUniversity of Queensland

ABSTRACT
The current research uses an extended theory of planned behavior (TPB) 
model to predict Facebook users’ (N = 376) intentions to protect their privacy 
online. It aims to replicate and extend Saeri et al. (2014) who found partial 
support for an extended TPB model that included descriptive norms, per
ceived risk, and trust. Facebook users completed an online questionnaire 
assessing attitudes, norms (subjective and group), perceived behavioral 
control (PBC), perceived risk, trust, privacy concerns, and intentions to pro
tect their privacy online. Results revealed that attitudes, subjective norms, 
and PBC (i.e. the TPB) predicted online privacy intentions, as well as descrip
tive group norms and privacy concerns. However, perceived risk, trust, and 
injunctive group norms were not significant unique predictors of online 
privacy intentions. The implications for understanding influences on indivi
duals’ willingness to protect their privacy online are discussed.
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Introduction

There are over 5,385 billion active internet users (Internet World Stats, 2023). Engagement with social 
media platforms is one of the most common uses of the internet (Statista Research Department, 2019), 
and one that has only increased during the COVID-19 pandemic (Nabity-Grover et al., 2020). 
Facebook is a popular social network that aims to foster communication between people and exchange 
information. As of the fourth quarter of 2023, it had approximately 2.98 billion active users monthly 
making it the largest social network in the world (Statista Research Department, 2023). Despite its 
popularity, Facebook has been involved in several scandals, which have led to user-led campaigns to 
reduce its influence (e.g., #deleteFacebook) and political inquiries as to its influence.

One of the most significant scandals involving Facebook was the Cambridge Analytica scandal in 
2018, in which the data of around 87 million people was harvested without their consent (Graham- 
Harrison & Cadwalladr, 2018). It might be expected that these events would increase individuals’ 
online data privacy concerns (Tuttle, 2018). However, individuals often do not take action to protect 
their privacy in the wake of data breaches (Choi et al., 2018) or even behave in ways that conflict with 
expressed privacy concerns (e.g., Barnes, 2006; Norberg et al., 2007). To date, there has been little 
research that has examined Facebook users’ privacy protection intentions post-Cambridge Analytica 
scandals (cf. Hinds et al., 2020), and the available research has tended to focus primarily on privacy 
concerns (e.g., Brown, 2020) at the expense of other variables that have been found to predict 
Facebook privacy (Saeri et al., 2014), such as attitudes, subjective norms, perceived behavioral control 
(PBC), perceived trust, and risk. The present research adopts an extended Theory of Planned Behavior 
model, which includes privacy concerns and group norms, to provide a better understanding of 
Facebook privacy protection intentions.
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The theory of planned behavior

According to the TPB (Ajzen, 1991), the most proximal determinant of behavior is the individual’s 
intention to engage in that behavior. Intentions, in turn, are predicted by attitudes, subjective 
norms, and perceived behavioral control (PBC). In the context of the TPB, an attitude is defined as 
a positive or negative evaluation of the behavior (Ajzen, 1991; Fishbein & Ajzen, 2010). Subjective 
norm is defined as the extent to which important others would approve of the behavior. Finally, 
PBC is the individual’s perceptions of the ease or difficulty of performing the behavior. There is 
strong support for the TPB and its ability to explain a wide variety of behaviors (see Armitage & 
Conner, 2001).

The TPB has been applied in the context of online behavior, including adolescents’ unfriending 
behavior on Facebook (Verswijvel et al., 2019) and acceptance of requests from strangers on social 
networking sites (Heirman et al., 2016), and there is support for the relationships specified in the 
model. Saeri et al. (2014) used the TPB to predict Facebook users’ online privacy protection 
intentions and behaviors in a sample of 119 university students. However, only subjective norms 
predicted intentions to protect one’s privacy online; neither intentions nor PBC predicted privacy 
protection behavior. There was, however, more support for some of the additional variables 
included in their extended TPB model. That is, descriptive norms (i.e., the perception that 
important others protected their privacy online) and perceived risk emerged as significant inde
pendent predictors of intentions. Ho et al. (2017) found more support for the original TPB model 
in a sample of 4920 13- to 19-year-olds: attitudes, subjective norms, and PBC all predicted privacy 
protection behaviors on social networking sites, although subjective norms emerged as the 
strongest predictor.

It should be noted that this previous research testing the TPB in the context of Facebook 
privacy protection was conducted prior to the privacy scandals. However, it is not unreason
able to expect that high profile scandals that call into question one’s privacy on Facebook 
might alter the strength of the relationships between the elements of the TPB and intentions 
or require that additional predictors should be added to an extended model. For example, 
although trust did not emerge as a significant predictor in Saeri et al. (2014), it is feasible that 
trust – in other Facebook users or in Facebook itself – has become a more important 
predictor due to recent events. Moreover, previous research has not examined the role of 
privacy concerns within the TPB, even though privacy concerns are a major concern for 
internet users (e.g., Masur & Trepte, 2021; Quan-Haase & Ho, 2020; Sharma et al., 2018). 
Thus, it is worth revisiting the role of the TPB in predicting online privacy behaviors in 
relation to Facebook. The present research aims to replicate and extend previous research by 
testing the ability of an extended TPB model, which included additional normative factors as 
well as perceived risk, trust, and privacy concerns.

The role of injunctive and descriptive norms

In the original conceptualization of the TPB, norms refer to injunctive norms: perceptions of the level 
of approval for a behavior. However, it has been argued that norms consist of both injunctive and 
descriptive elements (Cialdini et al., 1990, 1991). Descriptive norms refer to perceptions of the level of 
engagement, or prevalence, of the behavior. It is now well accepted that descriptive norms play an 
important role in the TPB (e.g., Manning, 2009), and descriptive elements of norms are now 
incorporated routinely into the TPB (Ajzen, 2006). Within the context of online privacy behaviors, 
Saeri et al. (2014) found that both injunctive and descriptive norms were independent predictors of 
privacy protection intentions and suggested that a failure to distinguish between these types of norms 
may account for previous failures to find support for the role of norms (e.g., Yao & Linz, 2008). Given 
this, the present research incorporated both injunctive and descriptive norms to predict online privacy 
protection intentions and behavior.

2 M. BIBER ET AL.



The role of group norms

Another criticism of the way in which norms are conceptualized in the TPB comes from the social 
identity approach, which argues that the TPB focuses only on interpersonal dynamics and fails to 
account for the role of group processes (see Terry & Hogg, 1996). That is, within the TPB social 
pressure is seen to be additive across all referents (i.e., “most people who are important to me”). As 
such, the model fails to acknowledge that individuals differ in the extent to which they identify with 
referents and that certain sources of norms will be more important than others. From a social identity 
approach, the norms of salient social groups should influence intentions because the process of 
psychologically belonging to a group means that self-perceptions, attitudes, and behaviors are brought 
into line with the position specified by the group norm. Indeed, there is good support for the role of 
group norms in predicting intentions, even after accounting for interpersonal (or “subjective”) norms 
as conceived within the TPB (e.g., White et al., 2009; see; Hogg & Smith, 2007, for a review).

Saeri et al. (2014) noted that it might be important to consider the role of group norms as well as 
interpersonal norms to understand privacy protection behavior. That is, Facebook explicitly 
encourages the sharing of personal information, establishing a positive injunctive norm of disclosure 
among users. However, Saeri and colleagues did not assess injunctive and descriptive norms in relation 
to “other Facebook users”. In the present research, injunctive and descriptive norms were assessed at 
both the interpersonal level (i.e., “most people who are important to me”) and group level (i.e., “other 
Facebook users”) to assess the role of normative factors more fully in predicting online privacy 
protection intentions. In addition to broadening the normative component of the TPB, the present 
research also investigated the role of other variables found to be related to online privacy protection: 
risk, trust, and privacy concerns.

Risk, privacy concerns, and trust in online privacy protection

Risk perceptions
Risk perceptions are an important cue in social judgments (Jørgensen et al., 2013). Perceived risk is 
a subjective judgment that individuals feel about the features and seriousness of a risk and can serve as 
a warning of the potential negative consequences of an action (Youn & Hall, 2008). Risk perception 
has been studied widely in the context of online behavior (e.g., Acquisti et al., 2015; Adjerid et al., 2018; 
Gross et al., 2005).

People tend to disclose more private information when privacy risks are lower, such as when 
privacy policies are clearly understandable (Weber, 2009), while perceiving online activities as risky is 
associated with reduced service use (Lee, 2009) and with increased privacy protection (Paine et al.,  
2007). Saeri et al. (2014) noted that past work on risk and privacy protection conflated perceived risk 
with positive attitudes to privacy protection by conceptualizing risk as “privacy concerns.” In their 
research they focused on the role of implicit perceived risk within the TPB, finding that perceived risk 
was a unique predictor of online privacy protection intentions, but not behavior. In the present 
research, we investigated the roles of both risk perception and privacy concerns as predictors of online 
privacy protection intentions on Facebook.

Online privacy concern
There are many conceptualizations of privacy in online contexts (see Stuart et al., 2019, for a review). 
Online privacy refers to a user’s assessment of how accessible their information while they are 
interacting with other users and institutions, and whether they can shape this level of accessibility 
through self-disclosure and/or privacy regulation (Trepte, 2020). Privacy concern reflects the desire to 
keep personal information out of the hands of others and should be related to taking action to protect 
one’s privacy online. However, the relationship between privacy concerns and online privacy behavior 
is not straightforward (Hallam & Zanella, 2017). For example, while some research has found that 
privacy concerns have an impact on willingness to disclose personal information online (e.g., Aïmeur 
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& Sahnoune, 2020; Ampong et al., 2018; Li & Kobsa, 2020; Sun et al., 2019), other research has found 
that online privacy concerns are not a significant predictor of online self-disclosure behaviors (e.g., 
Oghazi et al., 2020; Zafeiropoulou, 2014). In the context of the TPB, Ho et al. (2017) found 
a significant, albeit small, positive relationship between privacy concerns and adolescents’ intentions 
to protect their privacy. Online privacy concerns were included here as an additional predictor to 
further explore the effect of privacy concerns on online privacy protection intentions.

Trust
Trust is critical in understanding when an individual will choose to protect their privacy online and 
when they will choose to share personal information. Trust has been found to be an important 
construct in online contexts (Tang & Liu, 2015). Wu et al. (2012) found that trust has a significant 
positive impact on online self-disclosure, and some research has found that trust mediates the 
relationship between privacy concerns and willingness to disclose personal information online 
(Joinson et al., 2010; Olivero & Lunt, 2004). However, Saeri et al. (2014) did not find that trust was 
associated with online privacy protection intentions. The lack of support for the role of trust in Saeri 
et al. might reflect the way trust was measured. Specifically, the researchers assessed trust in “all 
Facebook users,” a group that is very large and is likely to include highly trusted (e.g., friends) and 
untrusted (e.g., hackers) targets. Indeed, the mean level of trust reported was very low (1.9 on a 7-point 
scale). In the present research, we asked about trust in Facebook, rather than trust in other users. Trust 
in relation to Facebook is likely to be more important in understanding online privacy protection, 
given concerns about how Facebook uses and shares data (Brotman, 2019).

The present study

The aim of the present study is to understand online privacy protection behavior for Facebook users 
using an extended TPB model that broadens the normative component of the original model and also 
adds perceived risk, online privacy concerns, and trust to the original model (Figure 1). Our study 
draws upon the earlier work of Saeri et al. (2014) who found partial support for an extended TPB in 
this context and examines whether the original findings hold given recent innovations and scandals in 
relation to Facebook. However, we extend Saeri et al. in several ways. First, given new standards in 

Figure 1. Extended theory of planned behavior Model.
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relation to power and sample size, we sought to recruit a larger sample than the original study. Second, 
most research on online privacy in relation to Facebook has typically recruited from younger (i.e., 
student) samples; here, we recruited from a broader age range. Finally, we considered the role of group 
norms and online privacy concerns in predicting online privacy protection intentions.

In line with the TPB and Saeri et al. (2014), we predicted that positive attitudes to privacy 
protection, subjective norms in favor of privacy protection (injunctive and descriptive), and perceived 
behavioral control will be positively related to intentions to protect one’s privacy on Facebook (H1). 
We further predicted that perceiving that other Facebook users approve of (group injunctive) and 
engage in (group descriptive) online privacy protection behaviors will be positively associated with 
online privacy protection intentions (H2). Further, we predict that higher levels of perceived risk (H3) 
and online privacy concerns (H4) would be positively related to intentions, while lower levels of trust 
in Facebook would be negatively related to intentions (H5). Finally, it is expected that intentions to 
predict privacy online will be associated with lower willingness to allow others to view one’s Facebook 
profile (H6).

Method

Participants

Participants were 376 Facebook users (54% female1) recruited via an undergraduate participant pool 
(n = 94), the crowdsourcing participant pool Prolific (n = 264), and social media (n = 18).2 

Undergraduate students received partial course credit and participants recruited via Prolific were 
paid £0.95 for their participation. The sample size was not based on a power analysis but reflects the 
number of participants able to be recruited within the time frame of the project and the funding 
available for participant reimbursement. Sensitivity analysis, using α = .05and .80 power, indicated 
that we had sufficient power to detect a small effect size of f2=.04. Participants’ ages ranged from 18 to 
65 years (Mage = 29.89; SD = 9.69). Ethical approval was obtained from the local ethics committee prior 
to data collection and all participants provided informed consent prior to participation.

Design

Key elements of the TPB such as attitudes, subjective injunctive norms, subjective descriptive norms, 
and perceived behavioral control served as independent predictors of privacy protection intentions 
and behavior. Furthermore, injunctive, and descriptive group norms, trust in Facebook, perceived risk, 
and privacy concerns were also our independent variables. Participants’ online privacy protection 
intentions on Facebook and willingness to share Facebook username were our dependent variables.

Measures

The TPB variables were adapted from Ajzen (2006) and Saeri et al. (2014). Unless otherwise stated, all 
items were measured using seven-point scales (1 strongly disagree, 7 strongly agree).

Demographics
Participants reported their gender and age.

Attitudes to internet privacy and Facebook privacy
Participants’ attitudes toward protecting their privacy online and toward protecting their privacy on 
Facebook were measured with five items (e.g., “When I personally think about protecting my privacy 
when using the internet in the future [using Facebook], I consider doing so to be:” bad-good). High scores 
indicated more positive attitudes toward online privacy protection (α=.83) and protecting privacy on 
Facebook (α=.88).3
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Subjective injunctive norm
Four items assessed subjective injunctive norms (e.g., “The people in my life whose opinions I value would 
approve of me protecting my privacy on Facebook by controlling access to my personal information using 
the privacy settings in the future”). High scores indicated stronger perceived approval for Facebook 
privacy protection (α=.83).4

Subjective descriptive norm
Subjective descriptive norms toward Facebook privacy protection were measured with four items (e.g., 
“People who are important to me would protect their privacy on Facebook by controlling access to their 
personal information using the privacy settings in the future themselves”). High scores indicated stronger 
perceived engagement in Facebook privacy protection (α=.84).5

Perceived behavioral control
PBC was measured with four items (e.g., “I think I have control over protecting my privacy on Facebook 
by controlling access to my personal information using the privacy settings in the future”). High scores 
indicated stronger perceived behavioral control (α=.88).6

Group injunctive norm
Injunctive group norms were measured with three items that asked about perceived approval for privacy 
protection among Facebook users (e.g., “In general, other Facebook users approve of online privacy 
protection”). One, reverse-scored, item was removed due to poor scale reliability (“In general, other 
Facebook users think that I should disclose personal information on my publicly accessible Facebook 
profile”) and the other two items were combined to form a scale, with higher scores indicating more 
positive injunctive group norms (r(376)=.44, p < .001).

Group descriptive norms
Descriptive group norms were measured with three items (e.g., “In general, other Facebook users do 
protect their privacy online”). One, reverse-scored, item was removed due to poor scale reliability (“In 
general, other Facebook users disclose personal information on their publicly accessible Facebook 
profile”); the remaining two items were averaged to form a scale with higher scores indicating more 
positive descriptive group norm (r(376)=.71, p < .001).

Trust
Participants’ trust toward Facebook was assessed with five items adapted from previous research 
(Chang et al., 2016; Doney et al., 1998; Gefen et al., 2003; Jang et al., 2015; Jin, 2013; e.g., “I 
think Facebook will keep its promises to users”). Higher scores indicated greater trust in 
Facebook (α=.85).

Perceived risk
Four items, adapted from Chang et al. (2016) assessed participants’ perceived risk (e.g., “Using Facebook 
might involve some unexpected problems.”). One item was removed due to poor reliability (“I’m aware of 
the risks associated with using Facebook”); the remaining items were averaged to form a scale with higher 
scores demonstrating greater perceived risk (α = .617).

Privacy concern
Participants’ privacy concerns were measured with four items adapted from previous research (Chang 
et al., 2015, 2016; Lankton & McKnight, 2011; e.g., “I am concerned about submitting information on 
the Internet, because of what others might do with it.”). Higher scores indicated greater privacy 
concerns (α=.88).
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Intentions
Participants’ intentions to protect their privacy on Facebook were assessed with three items (e.g., “I plan 
to protect my privacy on Facebook by controlling access to my personal information using the privacy 
settings in the future”). Higher scores indicated greater intentions to protect one’s privacy on 
Facebook (α=.95).

Willingness to share Facebook username
Participants were asked to complete the checklist used by Saeri et al. (2014) to assess online privacy 
protection. The checklist represents a series of personal information categories (birthday, relationship 
status, home address etc.) on Facebook profiles, where users can indicate the visibility settings for each 
item. After completing the checklist, participants were asked to give their consent to the researchers to 
check the accuracy of their responses. Whether consent was given or not (1=consent given, 0=consent not 
given) was analyzed as an additional quasi-behavioral measure; however, participants were not actually 
asked for their profile details.

Procedure

Participants started the study by reading an information sheet that advised them that their participa
tion was voluntary, that any identifying information would not be kept, and that they were free to 
withdraw at any time. The participant was provided with a general description of the study, 
a declaration of ethical clearance and contact details for the researcher. After providing informed 
consent, participants completed an online questionnaire assessing their attitudes, subjective norms 
(injunctive and descriptive), perceived behavioral control, group norms (injunctive and descriptive), 
privacy concerns, perceived risk, trust in Facebook, and intentions toward protecting their privacy 
online. On completion, participants completed a checklist to indicate what information is currently 
visible on their Facebook profile. After completing the checklist, participants were asked to provide 
consent for the researchers to look at their Facebook profile. At the end of the study, participants were 
debriefed on the deception involved and the purpose of the research. All measures are available at 
(https://doi.org/10.17605/OSF.IO/QAZVU).

Results

Descriptive statistics

The means, standard deviations, and bivariate correlations for all variables are presented in Table 1.

Overview of regression analyses

To predict intentions, a hierarchical multiple regression analysis was conducted (see Table 2). The 
TPB variables (attitudes to internet privacy and privacy on Facebook, subjective injunctive norm, 
subjective descriptive norm, and perceived behavioral control) were entered at Step 1,8 while the 
additional predictors (i.e., injunctive group norm, descriptive group norm, trust, perceived risk, and 
privacy concern) were entered at Step 2. To predict behavior, a logistic regression analysis was 
conducted (see Table 3), in which intentions were added at the final step.9

Online privacy protection intentions and behavior

Intentions
At Step 1, the TPB variables explained 36% of the variance in intentions, R2

ch=.357, F(5, 368) = 40.91, 
p<.001. Inspection of the beta coefficients revealed that attitudes to Facebook privacy (β=.178, p=.002), 
PBC (β=.160, p < .001), injunctive norms (β=.251, p < .001), and descriptive norms (β=.211, p < .001) 
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were significant predictors of intentions to protect privacy on Facebook. That is, the more positive 
participants’ attitudes to Facebook privacy, the more they perceived control over their Facebook 
privacy behaviors, the more participants perceived that important others approved of online privacy 
protection, and that important others engaged in online privacy protection themselves, the stronger 
their intentions toward online privacy protection.

The inclusion of injunctive group norms, descriptive group norms, trust, perceived risk, and 
privacy concerns at Step 2 accounted for an additional 10% of the variance in intentions, R2

ch=.10, 
F(5, 363)=13.34, p<.001. Inspection of the beta weights revealed significant effects only for descriptive 
group norms (β=-.146, p=.002) and privacy concerns (β=.271, p < .001). That is, participants reported 
weaker intentions to protect their privacy on Facebook when they perceived that other Facebook users 
were protecting their privacy. However, stronger privacy concerns were associated with stronger 
privacy protection intentions. In the final model, the variables accounted for 46% of the variance in 
online privacy protection intentions, F(10, 363)=30.56, p< .001.

Willingness to share Facebook username
The TPB variables entered in the first block accounted for only a marginally significant proportion of 
the variance in privacy-protecting behavior, Omnibus test: χ 2 (5, N = 361) = 10.827, p = 0.055.10 

Inspection of the coefficients revealed a significant effect for attitudes to internet privacy behavior 

Table 2. Hierarchical multiple regression analysis of intentions to protect privacy on Facebook: block (R2 ch) and 
coefficients (β), and 95% confidence intervals for B.

Predictor Block 1 Block 2

β 95% Cis β 95% Cis

Attitudes to internet privacy .02 −.084, .114 −.06 −.151, .038
Attitudes to Facebook privacy .18* .055, .248 .18* .059, .242
Subjective injunctive norms .25** .132, .329 .20** .083, .275
Subjective descriptive norms .21** .098, .293 .21** .101, .287
Perceived Behavioral control .16** .051, .177 .26** .119, .252
Group injunctive norms .04 −.048, .111
Group descriptive norms −.15* −.156, −.037
Trust −.07 −.123, .022
Perceived risk .01 −.062, .085
Privacy concerns .27* .153, .311
R2 ch .36** .10**
R2 .36** .46**

*p < .05, ** p < .01.

Table 3. Logistic regression analysis of theory of planned behavior variables, trust, risk, privacy concerns, and intentions on consent 
to examine users’ Facebook profiles (1 consent given, 0 consent not given): coefficients (B), odds ratio and pseudo r2.

Model 1 Model 2 Model 3

Predictor B Exp(B) B Exp(B) B Exp(B)

Attitudes to internet privacy −.337* 1.164 −.281* .755 −.278* .757
Attitudes to Facebook privacy .152 .714 .125 1.134 .119 1.126
Subjective injunctive norms .030 1.030 .040 1.040 .033 1.033
Subjective descriptive norms .210 1.233 .250 1.285 .243 1.275
Perceived Behavioral control .096 1.10 −.025 .975 −.032 .968
Group injunctive norms – .100 1.105 .098 1.103
Group descriptive norms – −.073 .929 −.070 .932
Trust – .201 1.222 .203 1.225
Perceived risk – −.002 .998 −.002 .998
Privacy concerns – −.166 .847 −.175 .840
Intentions – – .038 1.039
X2 Block 10.827+ 8.190 .054
X2 Model 10.827+ 19.017* 19.071+

Nagelkerke pseudo r2 .039 .068 .069

+p < .06, *p < .05, ** p < .01.
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only, B=−.337, p=.039, OR = .741, such that participants who had more positive attitudes to internet 
privacy were less likely to agree to allow access to their Facebook profile. The entry of group-level 
injunctive and descriptive norms, privacy concerns, perceived trust, and risk in the second block did 
not explain additional variance in behavior, Omnibus test: χ 2 (5, N = 361) = 8.190, p=.146. Finally, the 
inclusion of intentions at the final step did not explain additional variance in behavior Omnibus test: 
χ 2 (1, N = 361)=.054, p=.816.

Discussion

The aim of the present research was to analyze online privacy protection in Facebook users using an 
extended TPB model that comprised injunctive and descriptive group norms, perceived risk, privacy 
concern, and trust. Overall, there was good support for the predictors specified in the TPB (H1): attitudes, 
subjective injunctive norms, subjective descriptive norms, and PBC all predicted intentions to engage in 
online privacy protection. There was mixed support, however, for the additional variables included in the 
extended TPB. Group descriptive norms, but not group injunctive norms, predicted online privacy 
protection intentions; however, the direction of this effect was opposite to predictions (H2). Online privacy 
concerns (H4), but not perceived risk (H3) or trust in Facebook (H5), also predicted intentions. Finally, 
online privacy protection intentions were not associated with behavior (i.e., willingness to share Facebook 
username; H6).

Theory of planned behavior

We predicted that Facebook users’ attitudes toward privacy protection would predict their intentions to 
protect their privacy online. We found that specific attitudes toward privacy protection on Facebook, but 
not general attitudes to internet privacy, predicted Facebook privacy intentions. This finding is in line with 
the principle of compatibility (Fishbein & Ajzen, 1975). That is, attitudes that match the behavior in terms of 
specificity (i.e., attitudes to protecting privacy on Facebook) will be better predictors of behavioral intentions 
(i.e., privacy protection on Facebook) than more general attitudes (i.e., attitudes to protecting privacy on the 
internet). The finding that attitudes predict intentions is in line with the TPB and with other research in this 
specific domain (e.g., Yao & Linz, 2008; cf.; Saeri et al., 2014). In line with predictions and the work of Saeri 
et al. (2014), we found that both injunctive and descriptive norms were unique predictors of intentions, 
supporting the distinction between these sources of normative influence within the TPB. When participants 
believe that significant others approve of their online privacy protection and/or believe that others are likely 
to protect their own privacy, greater online privacy protection intentions are reported. Finally, and in line 
with the TPB, PBC emerged as a significant predictor of Facebook privacy protection intentions.

Overall, then, there was good support for the ability of the original TPB predictors to predict 
intentions to protect one’s privacy on Facebook. This was in line with predictions, but somewhat 
inconsistent with Saeri et al. (2014), who only found support for the role of the normative component 
of the TPB. However, it should be noted that previous research applying the TPB in the domain of online 
behavior has often not found evidence for the role of all variables (e.g., Darvell et al., 2011; Lee, 2009; Yao 
& Linz, 2008; Yousafzai et al., 2010). It is likely that the increased power in our study and our sample had 
a more mixed-age profile compared to Saeri et al. (2014), accounts for the inconsistency in findings.

Our study found strong support for the TPB in predicting intentions; however, intentions were not 
associated with our quasi-behavioral measure (i.e., willingness to share Facebook username). 
Although this is consistent with Saeri et al. (2014), it is inconsistent with TPB predictions and other 
research applying the TPB to online behavior (e.g., Heirman & Walrave, 2012; Verswijvel et al., 2019; 
Yao & Linz, 2008). Given this, it is likely that the lack of association in the current research reflects the 
measurement of behavior. In the present analysis, we did not actually examine participants’ Facebook 
profiles (cf. Saeri et al., 2014), but simply asked for consent to do so. It is possible that participants did 
not believe that we would look at their profiles, so that a different measure of behavior would reveal the 
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expected associations. Alternatively, our operationalization of privacy protection as participants’ 
refusal of experimenter access to their profiles may have failed to align with participants’ expectations 
of privacy threat sources (i.e., sinister cyber-criminals). Put differently, participants’ trust in the 
experimenters specifically may have led participants to interpret providing their consent as a pro- 
social act benefitting the science of privacy, rather than interpreting the decision as facing a privacy 
threat per se (see e.g., Haslam et al., 2014). Nevertheless, it is interesting to note that only 50% of our 
participants were willing to give consent, compared to 96% of the participants in Saeri et al. (2014). In 
addition, attitudes to privacy protection did predict refusal of experimenter access in the present 
results. Future research should consider other ways to assess actual behavior to better understand the 
relationship between intentions and behavior in this context.

Injunctive and descriptive group norms

In addition to testing the role of injunctive and descriptive norms at the interpersonal (or “subjective”) level, 
we also looked at the role of group norms (i.e., other Facebook users). Results revealed that group 
descriptive norms, but not group injunctive norms, predicted Facebook privacy protection intentions. 
However, the direction of the effect was inconsistent with expectations: the more participants perceived that 
other Facebook users were engaging in privacy protection, the lower their intentions to protect their own 
privacy on Facebook. This finding, however, was only observed when other variables were controlled; at the 
zero-order level, group descriptive norms were not associated with intentions, a finding that is also 
inconsistent with most research looking at the role of group norms in the TPB. In general, descriptive 
group norms should have a positive association with intentions (see e.g., Smith & Louis, 2009).

One explanation for this unexpected finding is that there is a “free rider” effect in this context 
(see e.g., Lev-Aretz & Strandburg, 2020). That is, when other variables such as general privacy 
concerns, trust in other users, and the privacy-protecting behaviors of one’s friends are controlled, 
if individuals perceive that other Facebook users are protecting their privacy on the site, then they 
might feel less need to protect their individual privacy as they are protected by the actions of 
others. Another explanation might be that if people perceive others around them (particularly 
known others that they share with) do not protect their privacy, then they may sense that they 
need to do more as an individual to protect their own privacy. Another consideration is that we 
did not measure the level of identification with the group (i.e., “Facebook users”): previous 
research has found that conformity to group norms is greater for high identifiers than low 
identifiers (see e.g., Hogg & Smith, 2007). Thus, our sample might have included many “low 
identifiers”, with the result that participants were not motivated to comply with group norms. 
However, given that the zero-order associations were not significantly negative between group 
descriptive norms and intentions, the overall sample appears to have been more neutral than 
norm-rejecting. The present untheorized suppression effect for group descriptive norms should 
thus be replicated before being interpreted substantively, but the results do highlight two dis
tinctive patterns for injunctive and descriptive norms, and the importance of distinguishing the 
two variables at both the interpersonal and group levels (see Smith & Louis, 2008).

Finally, group injunctive norm was not a unique predictor of behavioral intentions in the final model. 
This is perhaps not surprising, given the non-significant zero-order correlation and (as noted earlier) failure 
to consider the moderating role of identification. Nevertheless, despite our unexpected findings, the present 
research points to the potential role of group norms, as well as more interpersonal norms, in understanding 
online privacy protection intentions, which is likely to be a fruitful avenue for future research.

Roles of perceived risk, privacy concern, and trust

We also investigated the role of three variables previously established as important in understanding 
online behavior: perceived risk, privacy concern, and trust. Results revealed that online privacy 
concerns (H4), but not perceived risk (H3) or trust in Facebook (H5) predicted intentions.
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Both online privacy concerns and perceived risk were included in recognition that, although related and 
often conflated in research (see Saeri et al., 2014), these constructs are not interchangeable. Although both 
privacy concerns and perceived risk were correlated with intentions at the bivariate level, only online 
privacy concerns emerged as a unique predictor of Facebook privacy protection intentions. The finding 
that privacy concerns predict intentions is consistent with previous research in this field (e.g., Aïmeur & 
Sahnoune, 2020; Joinson et al., 2010; Wu et al., 2012; cf.; Yao & Linz, 2008). However, the lack of support 
for the role of perceived risk is inconsistent with the work of Saeri and colleagues, who found that perceived 
risk predicted intentions, and might be considered surprising considering controversies surrounding the 
misuse of Facebook data, for example by Cambridge Analytica.

Previous research has found that perceived trust influences online self-disclosure (e.g., Frye & 
Dornisch, 2010; Taddei & Contena, 2013), and so we expected that participants who perceived low 
levels of trust in Facebook would report higher privacy protection intentions. However, we did not 
find evidence of a relationship between trust and privacy protection intentions. The lack of support for 
the role of trust might indicate that trust is not an important factor in privacy protection intention on 
social networking or social media sites (cf. e-commerce sites; e.g., Gefen et al., 2003), given the 
widespread use of such sites and their use in maintaining social connections, or that actions taken 
by Facebook following events such as the Cambridge Analytica scandal (e.g., apologies) communicate 
that the organization is trustworthy or is rebuilding trust (see Ayaburi & Treku, 2020; Stamato, 2008). 
It is also possible that trust mediates the relationship between other variables, such as privacy concerns 
or perceived risk, and online behavior (e.g., Joinson et al., 2010).

Finally, it should be noted that none of these additional variables were associated with individuals’ 
willingness to share their Facebook usernames (see also Saeri et al., 2014). This is perhaps not 
surprising, given the limitations associated with this measure in the current study. However, we 
would note that it is not uncommon to find a disconnect between people’s attitudes and beliefs about 
online activity and their actual behavior (i.e., the privacy paradox; see Acquisti et al., 2012; 
Brandimarte et al., 2013). Nevertheless, we did find that general attitudes to protecting oneself online 
were associated with our measure: participants with more positive attitudes to online privacy were less 
likely to consent to the research team viewing their Facebook profiles.

Applied implications

Our research has several implications for online privacy protection. First, given that attitudes, norms, 
PBC, and privacy concerns influenced privacy protection intentions, it is important that campaigns to 
increase privacy protection should specifically target these psychological factors. For example, educa
tion campaigns could target PBC by showing people how to protect their privacy online (e.g., by 
changing privacy settings on online profiles). In the present data, it is also clear that norms – assessed 
at both the interpersonal and group level – play a role in online privacy protection intentions. 
Moreover, our results show that it is important to consider the distinction between injunctive and 
descriptive norms and frame communications promoting online privacy protection accordingly.

Limitations and future directions

Some limitations of this study should be acknowledged. First, this study investigates online privacy 
protection intentions and behavior only in the context of Facebook. Thus, results may not be 
generalized to other online social networks. There are some studies found that willingness to self- 
disclosure in relation to privacy concerns and trust differ between social network services (e.g., Dwyer 
et al., 2007; Fogel & Nehmad, 2009). Future research could investigate privacy protection intentions 
and behaviors in other online social networks. Second, the data is based on self-report, which relies on 
individuals being able to accurately report subjective information. Cross-sectional data also does not 
allow for confidence in reporting causality. Thus, the findings need to be tested longitudinally and 
experimentally to demonstrate the direction of effects, and to see whether developing an intention to 
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increase one’s privacy protection online is associated with changes in behavior over time. Third, the 
removal of the reverse scored item in the descriptive norm scale due to poor scale reliability may be 
indicative of the ambiguity surrounding the concept of privacy in everyday understanding, which can 
result in seemingly contradictory behavior. Depending on the context and the type of information 
being shared, individuals may hold the belief that both privacy protection and the sharing of personal 
information online coexist. Finally, the unexpected direction of the relationship between intentions 
and group descriptive norms presents an important aspect of our findings. It raises the question of 
whether perceived privacy plays a role in influencing individuals’ willingness to disclose personal 
information within a group setting. The perception of privacy within a group may enable intimacy, as 
individuals who perceive space to be private are more likely to reveal more about themselves. This 
observation offers an avenue for future research, where an extension of the current study could explore 
the underlying motives for disclosure. Such research would contribute to the existing literature by 
shedding light on the complex interplay between privacy and intimacy.

Conclusion

In this study, we analyzed online privacy protection intentions on Facebook using an extended theory 
of the planned behavior model, providing an update and extension to the earlier work of Saeri et al. 
(2014) on this topic. Overall, we found good support for the predictive ability of the TPB in this 
context, as well as support for a broader conceptualization of social norms and the role of privacy 
concerns. Overall, the present research contributes to an understanding of individuals’ privacy 
protection intentions. In an era where we are all increasingly online, and online privacy is increasingly 
under threat, further research should continue to investigate what drives privacy protection online and 
consider how insights from such work can be applied to develop effective interventions.

Notes

1. Due to experimenter error, the respondents recruited via social media did not complete the age and gender 
questions.

2. One-way ANOVAs tested for differences between the groups in terms of the predictors and criterion. See 
Supplementary Materials for more details.

3. Scale reliability for participants’ attitudes toward protecting their privacy on Facebook in Saeri et al. (2014) study: 
α = .82.

4. Scale reliability for subjective injunctive norms in Saeri et al. (2014) study: α = .65.
5. Scale reliability for subjective descriptive norms in Saeri et al. (2014) study: α = .69.
6. Scale reliability for PBC in Saeri et al. (2014) study: α = .63.
7. Scale reliability for perceived risk in Chang et al. (2016): α = .85.
8. As noted in Footnote 1, 18 respondents did not complete the age and gender questions. A hierarchical regression 

analysis in which age and gender were entered at Step 1 indicated that these variables did not account for 
a significant proportion of the variance in intentions, R2ch=.002, F(2, 353)=.290, p=.749, and inclusion of these 
variables did not change the substantive pattern of results. See Supplementary Material for more details.

9. Preliminary analyses suggested that there were differences in several of the predictors as a function of participant 
source. A hierarchical regression analysis in which two dummy codes representing source were entered at Step 1 
indicated that neither dummy code was a significant predictor of intentions R2ch=.000, F(2, 371)=.011, p=.989, 
and inclusion of these variables did not change the substantive pattern of results. See Supplementary Material for 
more details.

10. As before, an analysis in which age and gender were entered at Step 1 indicated that these variables did not 
account for a significant proportion of the variance in behavior, χ 2 (2, N = 345) = 2.470, p=.291. Inclusion of age 
and gender at Step 1 did not change the substantive pattern of results, although the effects of attitudes to internet 
privacy were stronger if these variables are included.
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