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Abstract 

It is widely believed that we are on the brink of another military revolution. Today, states are actively 

seeking to harness the power of AI for military advantage. The question of AI is therefore of profound 

concern to security studies scholars concerned with global issues. Up to now, the literature has tended 

to concentrate on AI-enabled lethal autonomous weapons; scholars have been fascinated by the pos- 

sible appearance of autonomous drone swarms and their implications for security, conflict, and war. 

This article takes an alternative view. It argues that AI has already begun to play a significant role in 

military operations and is likely to be more important in the future. However, the attention to lethal 

autonomous weapons is exaggerated. The armed forces have principally employed AI, not to auto- 

mate weapons but to help process data. AI has been used to augment military intelligence. Above all, 

the armed forces have harnessed AI to accelerate and improve military targeting. The article explores 

two recent cases where the armed forces have used data and AI to target: COVID testing in Liverpool 

in 2020 and the US’s Security Assistance Group-Ukraine in the Ukraine War in 2022. 

Resumen 

Existe la creencia generalizada de que nos encontramos al borde de otra revolución militar. Hoy en día, 

los Estados buscan, de manera activa, aprovechar el poder que ofrece la IA con el fin de obtener ven- 

tajas militares. Por lo tanto, la cuestión de la IA preocupa profundamente a los académicos del campo 

de los estudios de seguridad que se ocupan de cuestiones globales. Hasta ahora, la literatura había 

tendido a concentrarse en las armas autónomas letales derivadas de la IA, ya que los académicos 

estaban fascinados por la posible aparición de enjambres de drones autónomos y por sus implica- 

ciones para la seguridad, el conflicto y la guerra. Este artículo toma una visión alternativa. Argumenta 

que la IA ya ha comenzado a desempeñar un papel importante en las operaciones militares y que es 

probable que este papel sea aún más importante en el futuro. Sin embargo, la atención prestada a las 

armas autónomas letales resulta exagerado. Las fuerzas armadas han empleado principalmente la IA, 

no para automatizar armas, sino para ayudar a procesar datos. La IA se ha utilizado para aumentar la 

inteligencia militar. las fuerzas armadas han aprovechado, sobre todo, la IA para acelerar y mejorar la 

selección de objetivos militares. El artículo explora dos casos recientes en los que las fuerzas armadas 

han utilizado tanto datos como IA para seleccionar los objetivos: Las pruebas de COVID en Liverpool 

en 2020, y la Fuerza de Asistencia de Seguridad de EE. UU. en la guerra de Ucrania en 2022. 

Résumé

Beaucoup pensent qu’une révolution militaire se prépare. Aujourd’hui, les États c herc hent activement 

à tirer parti de la puissance de l’IA sur le plan militaire. La question de l’IA inquiète donc fortement 

les c herc heur s en études de la sécurité qui s ’intéressent aux problématiques mondiales. Jusqu’ici, 
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Introduction 

It is widely believed that we are on the brink of another
military revolution. Artificial intelligence will revolution-
ize warfare, as gunpowder, tanks, aircraft, and the atom
bomb did in previous eras. Today, states are actively seek-
ing to harness the power of AI for military advantage.
China, for instance, has announced its intention to be-
come the world leader in AI by 2030. Its “New Gen-
eral AI Plan” proclaimed that “AI is a strategic technol-
ogy that will lead the future” ( Kania 2017 , 6). Similarly,
Vladimir Putin declared: “Whoever becomes the leader
in this sphere will become ruler of the world” (Horowitz
et al. 2018, 16). In response to the challenge posed by
China and Russia, the US has committed to a “Third Off-
set” Strategy. It will invest heavily in AI, autonomy, and
robotics to sustain its advantage in defense. Colonel An-
drew Cukor, a US Marine Corps Colonel who played an
important role in Project Maven, declared that the US is
in an “AI arms race” ( Gonzalez 2022 , 62). In Septem-
ber 2018, DARPA announced a $2 billion campaign to
develop the next wave of AI ( Waltzman 2020 , 3; Baker
2021 ). The Department of Defence (DOD) issued its AI
strategy in 2019 with a major increase in AI funding
( Wyatt 2020 , 10). Smaller states are equally committed
to the military development of AI; the UK and Israel, for
instance, are developing their capabilities in this area. 

In the light of these dramatic developments, schol-
ars working on global security have become deeply in-
terested about the military application of AI. In partic-
ular, scholars have addressed the political, ethical, and
military implications of the proliferation of AI-enabled
lethal autonomous weapons. For instance, in their recent
rmes létales autonomes alimentées par l’IA; les

 de nuées de drones autonomes, et leurs impli-
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monograph on AI, Ben Buchanan and Andrew Imrie have 
claimed that AI represents the new fire ( Buchanan and 
Imbrie 2022 , 1–2). Lethal autonomy refers to many po- 
tential weapons, including nuclear ones ( Johnson 2023 ).
However, when scholars have discussed the problem of 
lethal autonomy, they most frequently have autonomous 
drone swarms in mind. They believe that the future bat- 
tlefield will be dominated by swarms of Uncrewed Aerial 
Systems (UAVs) directed by AI, independently of any hu- 
man direction. Until now, China and the US have only ex- 
perimented with the possibility of autonomous swarms.
Yet, the lethal autonomous drone swarm has captured the 
scholarly imagination. Scholars believe we are about to 
see an AI-driven revolution in lethal autonomy ( Garcia 
2018 ; Williams 2021 ; Johnson 2022 , 334–341; Arkin 
2010 ; Altmann and Sauer 2017 ; Haas and Fischer 2017 ; 
Kania 2017 ; Bode and Huelss 2018 ; Kissinger et al. 2021 ; 
Amoore 2009 ; Hambling 2015 ; Kania 2019 ; Scharre 
2019 ; Brose 2020 ; Frantzmann Drone Wars 2021 ; Payne 
2021 ; Russell 2021 , 51; Payne ‘7–32; Ayoub and Payne 
2016 ; Payne 2018). 

Scholars are not deluded to be interested in au- 
tonomous weapon systems and drone swarms, in 
particular. They are right to have pointed out the poten- 
tial of drones. In the last two decades, there have been 
some remarkable developments, drones have moved 
from playing a small surveillance role to becoming 
an indispensable battlefield weapon. Indeed, the au- 
tonomous drone swarm seems to be on the horizon.
The Chinese have made significant advances in swarm 

intelligence. In 2017, a formation of 1000 UAVs flew 

at the Guanghzhou Airshow. In 2017, China Electronic 
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Technology Group flew a 119 fixed-wing UAV swarm 

( Kania 2017 , 22–23; Kania 2019 ). In October 2016, 
the US’s DOD demonstrated a swarm of 103 Perdix 
microdrones capable of “advanced swarm behaviours 
such as collective decision-making, adaptive formation 
flying and self-healing” ( Altmann and Sauer 2017 , 123). 
In 2022, the US Army procured and tested the TSM-800 
drone swarm, manufactured by Booz Allen. At Fort 
Irwin, in recent trials, the US Army has successfully 
been able to fly a pre-programed swarm of 97 TSM-800 
drones to attack a designated target. The US Navy has 
also tested super-swarms, which look and fly like flocks 
of birds, to deceive enemy radar. Many other countries, 
such as Israel, are experimenting with drone swarms. 

When they predict the rise of drone swarms, aca- 
demics extrapolate from the present to the future. This 
is a valid endeavor, especially at the policy level, but its 
epistemological dangers are evident. There is no evidence 
about the future. So any prediction, however plausible 
it might seem, can only be speculation in the proper 
philosophical sense. David Hume, the eminent Scottish 
philosopher, highlighted the dangers of prediction and 
presumption over two hundred years ago from his posi- 
tion of “determined scepticism.” In a famous passage in 
his Treatise of Human Nature , David Hume showed that 
causality, so often presumed by philosophers and theolo- 
gians, can never actually be assumed: “We have no other 
notion of cause and effect, but that of certain objects, 
which have been always conjoined together” ( Hume 
1985 , 141). In the future, even the most apparently 
ineluctable causal links might not operate. Given the 
epistemological dangers of prediction, security scholars 
may have been too quick to draw causal conclusions 
about AI and the rise of autonomous weapons. They 
have presumed too much. Consequently, this paper takes 
an explicitly empirical approach. It focuses not on how 

AI might change military operations in the future, but 
on how the armed forces have actually employed AI in 
the recent past. 

An empirical analysis of the actual military usage 
of AI suggests that the emphasis on lethal autonomy 
may be overwrought. Remote systems have proliferated 
widely—and very rapidly—in the last two decades. Au- 
tomated weapons, like Aegis, Phalanx, Patriot, and SGR- 
A1, have been used for years. In the maritime domain, au- 
tonomous systems are already important; swarming un- 
derwater vessels are nascent, serving mainly as a mobile 
early warning system. Autonomous weapons systems are 
likely to become more important in the future. Yet, in the 
last decade, lethal autonomy has not been the primary 
military application of AI ( Jensen et al. 2020 , 540). As 
a number of scholars have noted, AI has become impor- 

tant to the armed forces in planning, cyber, and infor- 
mation operations. However, one of the most important 
areas of AI development has been in military intelligence 
and, above all, in targeting. AI has been employed for 
data collection, collation, and analysis. AI has been used 
to process data so that commanders have a better under- 
standing of the battlespace and have been able to target 
more effectively ( Berman et al. 2018 ; Ford and Hoskins 
2022 , 5; Goldfarb and Lindsay 2021 ). 

Data refer to digital information stored in cyberspace; 
data refer to all the virtual material that is held on the 
internet, in the cloud, or on any computer system. Ev- 
ery activity in cyberspace—a text message, an internet 
order, a photograph—leaves a small trace of data. As 
a result of the rise of the internet and smartphones, 
there has been an explosion of data in the last twenty 
years. Consequently, 18 million gigabytes of new data are 
created globally every minute and that figure is accel- 
erating ( Suleyman 2023 , 33). As Hal Varian, the chief 
economist at Google, stated “between the dawn of civ- 
ilization and 2003 we only created 5 exabytes of infor- 
mation; now we’re creating that amount every two days”
( Gonzalez 2022 , 134). In 2023, the world has generated 
120 zettabytes of data; that figure is projected to be 181 
zettabytes by 2025 ( https:// www.statista.com/ statistics/ 
871513/worldwide- data- created/). This mass of data is 
highly revealing; it provides novel insights into almost 
every activity. Many commercial companies and gov- 
ernments have tried to exploit data to their advantage. 
Data are also a potentially vast and fertile resource for 
the armed forces. Indeed, scholars have, therefore, ques- 
tioned the centrality of the drone swarm in debates about 
AI. Data processed by AI is more mundane—but also 
potentially more revolutionary—for the armed forces. 
Above all, data offer the armed forces new possibilities 
for targeting opponents. 

This article is, therefore, a modest attempt to rebal- 
ance the security study debates about AI. It moves the 
conversation from drone swarms and other lethal au- 
tonomous weapons to digitized, data-enabled military in- 
telligence and targeting. This paper examines how data, 
processed by AI, has already been employed to improve 
targeting. To do this, and in the skeptical spirit of Hume, 
it does not predict or speculate. It examines two empirical 
case studies: the British Army’s response to a COVID out- 
break in Liverpool in late 2020 and the US Army’s XVIII 
Airborne Corps’ support to Ukrainian military opera- 
tions during the Russo-Ukraine War. They are very dif- 
ferent cases. In Liverpool, the British Army was trying to 
organize mass asymptomatic testing of the civilian popu- 
lation. It was a benign operation in support of civil pow- 
ers, though it occurred in a time of national emergency 
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when infection rates placed unprecedented pressure on 
the ability of the UK’s healthcare system to cope in the 
face of a rapidly mutating COVID-19 virus. The opera- 
tion saved many lives in Liverpool, broke the chains of 
COVID-19 transmission across Merseyside, and acceler- 
ated the city’s economic recovery . Importantly , it formed 
the basis of new targeted methods of testing, providing 
the blueprint for national delivery by the Department of 
Health as well as the framework into which a civilian 
follow-on force could take over. In 2022, the XVIII Air- 
borne Corps commanded the Security Assistance Group- 
Ukraine, providing support to the Ukrainian War effort. 
That support was very wide-ranging, including mundane 
tasks like organizing logistics. However, XVIII Airborne 
Corps also assisted the Ukrainian military in identify- 
ing Russian targets by the use of data processed by AI. 
Many of those targets were subsequently struck with ar- 
tillery or rocket fire, killing many Russian soldiers and of- 
ficers. In both cases, these organizations employed data 
and AI to target their opponents more accurately (even 
if in Liverpool that adversary was a non-human virus). 
Together, these case studies may provide a useful insight 
into how the armed forces have actually harnessed AI 
in the recent past, and how, therefore, they might apply 
it in the near future of the next decade. Although they 
may seem mundane compared to killer robots and lethal 
drone swarms, the datafication of targeting, evident in 
Liverpool and by the Security Assistance Group-Ukraine, 
is likely to have profound effects on the armed forces, 
international relations, and great power competition in 
the near future. Global security scholars interested in AI 
may need to focus on these real-world implications of 
AI rather than on more fanciful visions of roving drone 
swarms. 

Defense Policy, Data, and AI 

In the last five years, the US, NATO, and some of its 
other members, such as the UK, have published AI strate- 
gies. They usefully highlight the focus for defense pol- 
icymakers and the armed forces. Lethal autonomy and 
robotics are not irrelevant in these statements. The armed 
forces have employed robots and drones for about a hun- 
dred years, with increasing frequency. Remote systems 
have proliferated in the last two decades with the rise 
of the drone. In the last ten years, there has been a con- 
certed effort to augment autonomy ( Ministry of Defence 
2023 , 16,34,65). For instance, Bob Work, the former 
Deputy Defense Secretary in the Obama Administration, 
has emphasized the importance of devolving some nar- 
row tasks to robots: “10 years from now if the first per- 
son through a breach isn’t a friggin’ robot, shame on 

us" ( Gonzalez 2022 , 29). Most armed forces are cur- 
rently trying to introduce some form of human-machine 
teaming. 

However, defense policymakers highlight data—not 
robotics or lethal autonomy—as the critical enabler in the 
coming decade. Above all, they claim that data will im- 
prove military intelligence; data will allow commanders 
to target across the battlespace to a hitherto unachievable 
depth, speed, and resolution. Because it can be transmit- 
ted so quickly and at such quantity, data will improve 
interconnections between the services so that the armed 
forces will be able to cooperate more closely with each 
other. In each case, data will allow the military to ac- 
quire targets and prosecute them more effectively. A brief 
survey of recent defense policy statements demonstrates 
that the armed forces are looking to exploit data for 
targeting. 

The US’s National Security Commission on Artifi- 
cial Intelligence led by Eric Schmidt, the former CEO 

of Google, and Bob Work provides good evidence here . 
The Final Report begins with a sobering claim that the 
US is behind in the AI race. The threat here is not 
robotics and autonomy. Rather, the report lays out the 
priority of data and, therefore, intelligence from the 
outset: 

AI will revolutionize the practice of intelligence . There 
may be no national security function better suited for 
AI adoption than intelligence tradecraft and analy- 
sis. Machines will sift troves of data amassed from 

all sources, locate critical information, translate lan- 
guages, fuse data sets from different domains, identify 
correlations and connections, redirect assets, and in- 
form analysts and decision-makers ( National Security 
Commission 2023 , 23). 

AI’s prime function is not autonomous lethality on 
this account. It will be intelligence. It will allow the US 
forces to fuse intelligence for greater situation awareness 
and understanding. In particular, AI-enabled exploitation 
will facilitate improved targeting: “Traditional confines 
of the battlefield will be expanded through AI enabled 
micro-targeting, disinformation and cyber-operations”
( National Security Commission 2023 , 79). AI will allow 

opponents—either Russian military targets or an RNA- 
based virus—to be targeted precisely not only for kinetic 
strikes but with information, psychological, and cyber 
operations. The goal is ambitious: “Once the IC [Intel- 
ligence Community] has automated its processes within 
individual intelligence disciplines, it should fuse those 
individual processes into a continuous pipeline of all- 
source intelligence analysis processed through a feder- 
ated architecture of continually learning analytical en- 
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gines” ( National Security Commission 2023 , 111). The 
aim is to create a single multi-domain targeting system 

that unites the efforts of all five domains, land, sea, air, 
cyber, and space. The Final Report rejects the notion 
that humans will become irrelevant in this process. AI 
will augment human targeting: “In war, many of the 
uses of AI will complement, rather than supplant the 
role of humans. It will improve the way service mem- 
bers perceive, understand, decide, adapt and act in the 
course of their missions” ( National Security Commission 
2023 , 80). 

The UK, the US’s closest military and intelligence ally, 
is following a similar path. In September 2021, the UK 

government published its National AI Strategy . Data lay 
at the heart of its vision. It was investing in AI in order 
to exploit the potential of data. That paper is best read 
alongside its sister publication, the MOD’s Data Strategy 
for Defense , which was published at the same time. Data 
Strategy for Defense was explicit about the challenge the 
UK faced: “Defence Data is an enduring strategic asset, 
effectively exploited and driving sustainable battlespace 
advantage” ( Ministry of Defence 2021 , 2). Admiral Sir 
George Zambellas, the former First Sea Lord, was quoted 
in the document: “The future performance in war will be 
dominated by the relentless and competitive exploitation 
of data” ( Ministry of Defence 2021 , 9). The former Prime 
Minister, Boris Johnson, described a scenario which it 
wanted the UK to achieve: 

We urgently need to invest in the technologies that 
will revolutionise warfare. In the future a soldier in 
hostile territory will be alerted to a distant ambush by 
sensors on satellites or drones, instantly transmitting 
a warning, using Artificial Intelligence to devise the 
optimal response, and offering an array of options, 
from summoning an air strike to ordering a swarm 

attack by drones, or paralysing the enemy with cyber 
weapons. ( Ministry of Defence 2021 , 4). 

Data are central to these capabilities. Like the US, the 
British Ministry of Defence also sees organizational ob- 
structions to the exploitation of data. At present, in the 
UK, “defence data operates in contractual, technical and 
behavioural silos” ( Ministry of Defence 2021 , 9). The re- 
sult is there is a major challenge for data structure, cura- 
tion, and exploitation. However, through major invest- 
ment, Data Strategy for Defense articulates a plan for 
overcoming these obstacles so that British defense will 
operate with a single, fused dataset, immediately accessi- 
ble to analysis by algorithms to facilitate rapid, accurate 
decisions. The aim, in short, as in the US, is to be able to 
orchestrate air, sea, and land forces with cyber and space 
domains. In the most recent defense policy statement, 

The Defense Command Paper Refresh of 2023, data—
processed by AI—was central to UK strategy: “Over the 
last year, the Armed Forces of Ukraine have shown the 
game-changing impact of the most advanced intelligence, 
surveillance and targeting software ever deployed. We 
have witnessed how communications infrastructure, dig- 
itization of data, and increasing automation and auton- 
omy are vital for data security, information operations, 
communications, targeting, interoperability, and lethal- 
ity” ( Ministry of Defence 2023 , 34). The UK wants to 
implement this approach. The UK must learn a new way 
of warfare: “joint and all-domain, underpinned by data 
and information, both open-source and highly classified”
(Ministry of Defence 2023, 8). For the UK, data, pro- 
cessed by AI, are primarily about intelligence. Exploiting 
data for targeting is central here. 

NATO has always been slower to develop new strate- 
gies and policies because of its multinational basis. How- 
ever, even NATO has recognized the potential of AI to 
transform military operations and has recently sought to 
embrace AI. In October 2021, it published a summary 
of its Artificial Intelligence Strategy (NATO 2021). The 
published document was anodyne. The strategy proposed 
that by forging partnerships with the academy and pri- 
vate sector, NATO could develop a responsible AI strat- 
egy. To do that, it proposed six principles of AI: lawful- 
ness , responsibility and accountability , explainability and 
traceability , reliability , governability, and bias mitigation. 
The key to this strategy was the construction of a “ro- 
bust, relevant, secure data infrastructure” ( NATO 2021 ). 
Data are central to NATO strategy, as it was in US and 
UK policy. NATO wants to accelerate the adoption of AI 
to foster cooperation between its allies so that they re- 
main interoperable and can share data with each other. 
The Strategy does not mention targeting specifically but 
with its heavy emphasis on regulating AI so that it is used 
responsibly, the document implies that targeting will be 
a major use of AI by NATO. It seems likely that data 
will also be employed to accelerate and enhance NATO 

targeting.. 
The AI policies of the US, UK, and NATO are interest- 

ing. They do not dismiss the possibility of autonomous 
lethality. It is very likely that remote and autonomous 
platforms will play a greater role in future operations—
eventually. Human-machine teaming is discussed in these 
documents. Yet the focus is elsewhere. Above all, big data 
are the central point of all these policies. In each case, the 
US, UK, and NATO want to harness the power of big 
data, analyzed at speed and scale by algorithms, to im- 
prove their understanding of the battlespace and, there- 
fore, their targeting. With the help of AI, the armed forces 
aspire to fuse masses of data from satellite, signal, hu- 
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man, and open-source intelligence, so that they can tar- 
get more rapidly and with greater fidelity. AI—and the 
data it analyses—is not a weapon system itself, still less 
a platform—even an autonomous one—in these policy 
documents. It is an intelligence capability. As the tech en- 
trepreneur, Peter Thiel has observed: “Though less un- 
canny than Frankenstein’s monster, these tools are nev- 
ertheless valuable to any army—to gain an intelligence 
advantage” ( Crawford 2021 , 193). Data and AI are a 
medium for enhanced situational awareness and target- 
ing. They are also a medium for generating insights, pat- 
tern and trend analysis, and evidencing possible new 

strategies and ways of tackling problems. They can in- 
form the “where” and “how” the armed forces might 
wish to target something. 

In this way, the armed forces may be following the 
commercial sector. Big Data and AI have transformed 
business because they have allowed executives a new in- 
sight into their organizations, their markets, and their 
customers. Data are knowledge. Data provide compa- 
nies with a new source of intelligence about their own 
activities and those of their customers. Amazon, for in- 
stance, has exploited data and algorithms to outcom- 
pete adversaries through ever-greater efficiency. It is able 
to target customers better than its rivals. It would seem 

most likely that the armed forces are trying to harness 
the power of AI and data in a compatible way. Many 
scholars are concerned that AI will automate weapons; 
autonomous swarms will colonize the battlefield. In fact, 
data will transform—and is already transforming—the 
armed forces’ understanding of the battlefield. Data rep- 
resent a new source of intelligence for the armed forces, 
so that they might be faster and more efficient in their 
deployment and use of their forces. In short, AI might be 
not so much about autonomous drone swarms but digi- 
tizing targeting. 

AI in Action 

Contemporary defense policy in no way dismisses the po- 
tential of robotics and lethality. Nevertheless, it affirms 
that against much of the current scholarship, govern- 
ments, defense ministries, and the armed forces will use 
AI and data for intelligence and targeting. Data and AI 
will augment these areas most quickly and profoundly. 
However, there is always a major gap between policy 
and practice. Consequently, it is necessary to consider 
not only how the armed forces intend to use AI, but how 

they have actually used it and, therefore, how they might 
employ it in the future. The British Army’s response to 
COVID in Liverpool in 2020 and the Security Assistance 
Group-Ukraine in 2022 are pertinent here. These exam- 

ples are instructive about how data and AI have been ex- 
ploited by the armed forces. 

COVID Response in Liverpool 

On March 23, 2020, the UK went into its first national 
COVID lockdown. The lockdown was released in May, 
though some restrictions stayed in place throughout 
the summer. By the autumn, COVID cases began to rise 
again in the UK. Liverpool, a city in the northwest of 
England (with 0.5 million inhabitants and a regional 
population of 1.6 m), had been badly effected by COVID 

and lockdown. High levels of poverty increased the 
lethality of COVID. Half of Liverpool’s economy de- 
pends on visitors, who were no longer able to go to the 
shops, bars, restaurants, hotels, theaters, and key venues 
because of COVID restrictions. So, the city was losing 
lives and livelihoods. On October 30, 2020, Liverpool’s 
COVID Gold Command and central Government agreed 
to pilot supervised mass testing for COVID infection 
using lateral flow devices for people with or without 
symptoms of COVID, living or working in the City of 
Liverpool. On November 6, 2020, the Liverpool mass 
asymptomatic serial testing (MAST) pilot was in place, 
pioneering the UK’s first whole town testing approach 
and buying valuable time for the UK Government to 
build up its production and distribution of COVID-19 
vaccine stocks. Over the next two months, a third of 
the city’s population were tested; infection rates fell to 
around a fifth, and COVID hospitalization to around a 
quarter ( https:// www.liverpool.ac.uk/ research/ research- 
themes/ infectious-diseases/ coronavirus-research/ covid- 
smart-pilot/). The city’s visitor economy was able to 
open in December 2020 when all the surrounding cities 
were still locked down, saving thousands of jobs.. 

The mass testing process had, of course, a civilian lead 
with the city’s COVID Gold Command holding authority 
over the process, comprising leaders from local govern- 
ment, NHS, public health authorities, police and other 
emergency services, and academia. However, it was im- 
mediately apparent that none of these organizations had 
the personnel or resources to conduct mass testing alone 
against an invisible “enemy”. Consequently, soon after 
Liverpool took the decision to do mass community test- 
ing, the Ministry of Defense ordered the Headquarters 
Standing Joint Command (HQ SJC) to support the pro- 
cess under the Military Assistance of Civil Authorities 
Act. It deployed a task force under 8 Engineer Brigade, 
commanded by Brigadier Joe Fossey, to the city in the 
same month. 8 Engineer Brigade consisted of Headquar- 
ters 8 Engineer Brigade and troops drawn from a variety 
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of engineer, infantry, cavalry, artillery, and logistics regi- 
ments. 

In spring 2020, Liverpool had anticipated that 
COVID would escalate, requiring real-time intelligence 
to guide responses. Professor Iain Buchan, Chair in Pub- 
lic Health and Clinical Informatics, Associate Pro-Vice 
Chancellor for Innovation at The University of Liverpool, 
and a leading public health physician and data scientist, 
led the design of a data linkage and AI-automated intel- 
ligence system called Combined Intelligence for Popula- 
tion Health Action (CIPHA, www.cipha.nhs.uk ), which 
was deployed in summer 2020. CIPHA was visible to 
the Government, whose military public health division 
at Porton Down, was evaluating whether new lateral 
flow tests for COVID might work in people without any 
symptoms of infection but who were carrying the virus 
and could pass it on. On October 30, 2020, Liverpool’s 
COVID Gold Command, who had been following the lat- 
eral flow laboratory results from Porton Down, agreed 
with Government to pilot mass testing for all people, with 
or without symptoms of COVID, to try and suppress the 
spread of the virus. In five days, testing centres were set 
up across the city with the help of 8 Engineer Brigade. 
The Liverpool example is an interesting case in its own 
right. It was a genuine operation to which the Army ap- 
plied data. 

In fact, the Liverpool operation might be more evi- 
dentially significant. This was not an urban insurgency; 
the army was not fighting guerrillas. Yet, the challenge it 
posed the armed forces was not entirely different to the 
kinds of urban insurgencies that armed forces have often 
faced and which, indeed, the British Army did face in Iraq 
between 2003 and 2008. In Liverpool, the British Army 
was faced with an unidentified threat to the civilian pop- 
ulation in an urban environment. The Army was asked 
to help identify concentrations of the COVID virus and 
to help suppress outbreaks of infection. 

It is noticeable that the participants in Liverpool saw 

it in military terms. For instance, Professor Iain Buchan 
described the COVID situation in Liverpool in October 
2020 as a “battlefield situation.” Because of high lev- 
els of socio-economic deprivation, the threat of COVID 

was serious. It was deeply stressful for the profession- 
als tasked to control the outbreaks: “it was emotionally 
hard-work and deeply motivating. We got little sleep”
(Professor Iain Buchan, Chair of Public Health and Civic 
Informatics at Liverpool University, personal interview, 
July 12, 2022). Intensive care units were full, people were 
dying, and families already living in poverty were suf- 
fering job losses from lockdowns; the city and the NHS 
were under enormous stress. At various points in the cri- 
sis in Liverpool, Buchan himself received threats from 

members of the public opposed to testing and fear of 
the Government introducing ’CO VID passports. ’ It was 
doubtful whether any of these threats were serious, but 
they demonstrated the conflictual nature of the public 
health response to COVID and the challenging informa- 
tion arena; a scared public and conspiracy theories ex- 
acerbated the tensions. Buchan drew an epistemological 
parallel between a health crisis and a military operation. 
In both cases, there was a lack of sufficient information. 
Yet, leaders had to make decisions quickly in the face of 
a mounting crisis; they had to act and then react to the 
results of their actions (Buchan, personal interview, July 
12, 2022). 

Although he fully recognized his mission was to sup- 
port the civil authorities, Brigadier Joe Fossey, com- 
manding 8 Engineer Brigade, a veteran of Iraq and 
Afghanistan, also understood the challenge in military 
terms: 

I recognised we knew very little about the virus. My 
first question was where is the bug? As we started to 
look for Covid-19, I was thinking in physical terms. 
I needed to find “it.” I wanted to find the “Tal- 
iban.” Or I wanted to find “Taliban-associated peo- 
ple.” This quickly evolved into asking where I could 
find COVID—the infected people. As we started to 
gather the data, I was able to start asking clearer ques- 
tions. And as we started to answer those questions, it 
made our response much more targeted and I was able 
to use the resources at my disposal much more effec- 
tively (Brigadier Joe Fossey OBE, OF-6, Commander 
8 Engineer Brigade, personal interview 14 June 2022). 

Although it was a very different operation to a mili- 
tary operation which targeted actual enemy fighters, the 
use of data to help understand the situation and to iden- 
tify citizens at risk had some intriguing parallels. In this 
way, the Liverpool case study might represent a useful 
analogue to the kinds of operations on which the armed 
forces have used or are using data. Consequently, the Liv- 
erpool case may be at least indicative of sharper military 
applications of data. 

Many scholars worry that humans are about to be su- 
perseded by machines; or that human-machine teaming 
is the future. Liverpool shows something quite different. 
The crucial enabler here was not AI, nor even perhaps 
the data, but the human teams that worked together to 
complete a mission. In Liverpool, the Brigadier and his 
headquarters formed a very close relationship with Pro- 
fessor Buchan. A career Royal Engineer, Fossey was well 
used to fusing geographic and intelligence data for tacti- 
cal action and schooled in positioning data as a core deci- 
sion factor while on exchange with the US Army Staff in 
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the Pentagon from 2016 to 2018. According to Brigadier 
Fossey, “it was a really important fusion of academic, 
public sector and commerce” (Fossey, personal interview 

June 14, 2022). Indeed, Buchan recalled their comrade- 
ship of that period emotionally: “There was a strong re- 
lationship of trust between our military colleagues and 
public health workers on the ground. There was a lot of 
respect. It felt like one team”(Buchan, personal interview, 
July 12, 2022). The support from 8 Engineer Brigade in 
this situation—and the civil-military team’s solidarity—
became crucial in sustaining the effort: “It was very mov- 
ing. The discipline was great. . .I enjoyed working with 
the military. They were disciplined, respectful, kind, and 
dependable. I was working with people who were hon- 
ourable” (Buchan, personal interview, July 12, 2022). 

8 Engineer Brigade deployed into a mature insti- 
tutional environment. They were subordinated to the 
civil powers, the Liverpool City Council, the Liverpool 
City Region Combined Authority, the NHS, and the 
Merseyside Police. Nevertheless, bringing a power- 
ful headquarters of more than fifty officers, over 2,000 
troops, and many vehicles and resources, the Brigade was 
able to exercise considerable agency in the support of the 
COVID testing. 8 Engineer Brigade partnered very closely 
with the health authorities in the city to draw upon their 
information. They were assisted here by improvements 
in health data management over the preceding years. 
In 2019, Liverpool City Region Combined Authority 
had supported a plan to develop the first UK Civic Data 
Cooperative (CDC, www.civicdatacooperative.com ). 
The aim was to collate and fuse health data from various 
sources to improve the delivery of health and social care 
services, public health services, and health research. This 
initiative was accelerated due to COVID and resulted 
in the CIPHA system described above. The CIPHA 

Task Force was led by the University of Liverpool and 
Mersey Care NHS Foundation Trust and worked with 
GPs and civic leaders on data-sharing with the Civic 
Data Cooperative. Over 90 days in the summer of 2020, 
CIPHA deployed a cloud-based persistent longitudinal 
care record for 2.7 m residents plus a data analytic 
engine on top of these linked data. The system involved 
a series of dashboards providing near-real-time COVID 

intelligence. CIPHA was fully operational by October 
2020 ( Buchan 2022b ). CIPHA proved to be vital for 
8 Engineer Brigade as they developed their plan for 
Liverpool, although there was some initial resistance; 
the NHS did not want to share its data with the British 
Army. The MOD, in turn, had to adjust some permis- 
sions and authorities to unlock and be in a position 
to integrate its geospatial data and analytics software. 
However, because of the close relations that developed 

between 8 Engineer Brigade and the civil authorities 
in Liverpool and, in particular, between Professor Iain 
Buchan and Brigadier Fossey, the testing team was able 
to overcome these data silos. They were able to share 
and pool intelligence. It was crucial to the operation. 

Once 8 Engineer Brigade had access to the CIPHA 

dashboards (with aggregate, not personally identifiable, 
data), and fused them with the own, locally engineered 
“LyverEye” geospatial tools, they could themselves de- 
velop a better appreciation of the problem they faced and 
begin to answer the three key questions that the Brigadier 
had identified: ‘Where is COVID? Where are we? Where 
do we need to be?’ (Fossey, personal interview, June 14, 
2022) 

The questions seemed simple. Yet, they were, in fact, 
crucial issues. In order to test most effectively, it was im- 
perative to work out where the spikes in infection might 
be concentrated and, therefore, to locate testing centers 
in places that were most likely to be used by the locals. 
Intelligence was clearly critical here. It was imperative to 
determine, as accurately as possible, where the infection 
was spreading in the city. 

The 8 Engineer Brigade consisted of two thousand sol- 
diers. It was a major resource in comparison with their 
civilian partners. However, it was still a small number of 
personnel for the problem that they faced; Liverpool is 
a large city; soldiers could not work 24 hours a day. The 
Brigade had to try to be accurate in its deployments and 
efficient in its use of personnel. It could not erect test- 
ing sites everywhere. The Brigade had to be very care- 
ful about where to put their testing sites if they wanted 
to maximize footfall. The aim was to maximize the effi- 
ciency of the use of military forces through the collation 
and fusion of data. Initially, the Brigade had little choice 
in the testing sites. It adopted a wards and electoral divi- 
sions approach to testing in a way that those combating 
the 1847 typhus epidemic in Liverpool would have rec- 
ognized. The initial sites were located in easy and obvious 
places to which access was already agreed by the coun- 
cil. Consequently, one officer noted: “It was a bit of a 
knee-jerk reaction. We put the sites in random spots, with 
agreed access, as speed was the priority” (Major Tom de 
Silva, OF-3, GEO cell, 8 Engineer Brigade, personal in- 
terview, July 4, 2022). 

The Brigade realized that this approach was inade- 
quate. The question was “how to carve up the city and al- 
locate resources”; “It required proper military planning”
(de Silva, personal interview, July 4, 2022). In developing 
a more refined plan for testing, the Brigade GEO [Ge- 
ographic] cell was critical. The GEO cell consisted of 
a small group of specialists in mapping, surveying, and 
terrain analysis. The GEO cell was tasked with gener- 

D
ow

nloaded from
 https://academ

ic.oup.com
/jogss/article/9/2/ogae009/7667104 by U

niversity of Exeter user on 07 June 2024

http://www.civicdatacooperative.com


ANTHONY KING 9 

ating a better intelligence picture of the city, in collab- 
oration with CIPHA, so that the centers of highest risk 
of infection might be located, and, therefore, testing sites 
positioned optimally. It consisted of only two, relatively 
low-ranking—but key—individuals, Captain (later Ma- 
jor) Tom de Silva, and a staff sergeant, Arran Burt. Both 
were in their twenties; both were seen as ideal targeteers 
for an Information Age problem by Brigadier Fossey. Ini- 
tially, 8 Engineer Brigade’s GEO cell used the city’s ward 
boundaries to gain an understanding of the city. They 
then divided these into sectors on the basis of popula- 
tion density: so-called Modifiable Area Unit Problems. 
These areas were colored-coded, with purple assigned to 
the most densely populated areas. On the basis of this ba- 
sic analysis of population structure, it was then initially 
a case of mathematical optimization to calculate where 
to locate the testing sites. The Brigade had a good idea 
of where testing sites were necessary, simply on the ba- 
sis of the population density: “We needed so many sites 
to test so many people. This is where the data started to 
help. We used data to work out where the people were”
(Fossey , OF-6, personal interview , June 14, 2022). With 
more data, the Brigade might have identified even better 
sites. Indeed, even with the data it had, “if the brigade 
had had another 20 hours to plan, it would have saved a 
lot of money” (de Silva, personal interview, July 4, 2022). 
The Brigade’s targeting evolved as its data improved. 

The Brigade eventually procured better data. The 
Brigade was looking for additional proxy data that 
might help it identify the locations of COVID concen- 
trations. The UK Health Security Agency suggested that 
the Brigade might usefully look at waste water in Liver- 
pool: “We used waste-water outlets. You can analyze wa- 
ter samples and it gives you hits per part per million. With 
that data, we could get to the hotter spots. There were 
loads of asymptomatic people. The waste water told you 
where COVID-19 people were or might be. It allowed us 
to target better” (Fossey, OF-6, personal interview, June 
14, 2022). Consequently, staff took data provided by the 
UK Joint Biosecurity Centre, which recorded waste wa- 
ter’s viral load. The idea was to detect COVID in human 
waste flushed down the toilet in specific neighborhoods. 
These data were not comprehensive. There were large 
parts of the city that did not record waste water: “The 
data did not line up. It does not cover all the wards. For 
instance, Everton, which was in Merseyside Water, was 
not covered” (de Silva, personal interview, July 4, 2022). 
de Silva continued: “In the wards for which there was 
evidence, it was possible to map the spread of infections 
more accurately.” ‘Where is the virus concentrated?’ I can 
see it. I know where the infections are. That is useful. 
It confirmed assumptions” (de Silva, personal interview, 

July 4, 2022). In particular, this method of looking at 
waste water answered the Brigadier’s question, “Where 
is the Covid?.” It revealed precisely where infected people 
were actually going to the toilet; whereas testing recorded 
only an individual’s postcode. 8 Engineer Brigade com- 
bined these data from waste water with the evidence from 

NHS records of COVID testing and infections in CIPHA 

(Fossey, OF-6, personal interview, June 14, 2022). The 
result was that the Brigade was able to identify concen- 
trations of infection in Liverpool. The Brigade found that 
accessing and cross-cuing a variety of data was instruc- 
tive. It underpinned the Brigade’s agility in responding to 
a dynamically changing environment and “adversary". 

There was a close connection between infection rates 
and poverty. Concentrations tended to occur in the poor- 
est areas. So, the Brigade had to plot its health data with 
its social data. The Brigade developed a good understand- 
ing of population densities in Liverpool. These data indi- 
cated a more profound challenge which the Brigade faced 
in testing the population. In urban areas, very high popu- 
lation density has always been associated with poverty. It 
was the same in Liverpool in 2020. The densest neighbor- 
hoods were also the poorest. Indeed, the Brigade devel- 
oped a “neglect map” on the basis of its population data 
(de Silva, personal interview, July 4, 2022). The neglect 
map was a complex product. It sought to identify the 
densest populations in Liverpool, correlating that data 
with information about people’s exposure to testing sites. 
The Brigade tried to calculate “how many people have 
not been within a 15-minute walk of a testing site for 
the longest time” (de Silva, personal interview, July 4, 
2022). The Brigade discovered that as a result of eas- 
ier access and lower density, the operation had initially 
“favoured the worried well and the affluent”; test sites 
were biased to more affluent areas (de Silva, personal in- 
terview, July 4, 2022). Here, more people complied with 
the rules and conformed to the testing regime. Combined 
with the viral load data, it showed that the real prob- 
lem was in the poorest and most densely populated parts 
of Liverpool. The largest spikes were in the poorest ar- 
eas, where the general health of the population was al- 
ready lower, and a larger proportion were employed in 
the gig economy, a labor market that relies on tempo- 
rary and part-time positions filled by independent work- 
ers rather than those in full-time employment. 8 Engineer 
Brigade decided to prioritize testing in these areas. How- 
ever, the challenge of putting testing sites in these neigh- 
bourhoods and encouraging citizens to use them was con- 
siderable. People in these areas did not generally own 
vehicles. There were other forms of resistance. The in- 
habitants of poor neighborhoods tended to mistrust the 
authorities. They avoided getting tested for fear of find- 
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ing they were positive. If they had contracted COVID, 
they would have to isolate and could not go to work. For 
families and individuals on low income, this was poten- 
tially disastrous. Consequently, the Brigade had to locate 
its testing sites in places that maximized the chances that 
locals would actually use them. They used gyms or com- 
munity centers: “People look for places they regularly use 
within their world. Everything seemed random to us as 
we didn’t know how the population normally behaved”
(de Silva, personal interview, July 4, 2022). The data also 
revealed that static testing sites were of limited effect. Af- 
ter ten days, everyone in that area who was going to come 
for a test, had tested. Consequently, the Brigade used 
a few static hubs surrounded by mobile ones. The mo- 
bile tests centers were crucial in the areas that were not 
testing. 

The Brigade calculated that to be effective, mobile 
testing sites had to be within 800 meters of people’s 
homes. The GEO cell modeled the location of sites. The 
cell found that it was misleading to locate sites by lin- 
eal Euclidian distance from the population centers. In a 
city, people had to walk to sites via streets and so the ac- 
tual distance might be much further. Consequently, the 
cell inserted a Manhattan system algorithm into their 
mapping data to work out the average walk for inhab- 
itants for a particular neighborhood (de Silva, personal 
interview, July 4, 2022). The cell then also looked at the 
data on footfall in the sites that the Brigade had estab- 
lished. They could see which sites were most effective; 
as well as the traffic flow during the day. They could see 
surges at certain times such as in the morning, or oscilla- 
tions between the morning and the evening. The Brigade 
also tried to identify places with which locals were fa- 
miliar and at which they felt at ease: “Data from dif- 
ferent sources was combined and analysed where pos- 
sible or analysed separately and the intermediate results 
brought together in combined intelligence” (de Silva, per- 
sonal interview, July 4, 2022). For example, under special 
data sharing powers (Control of Patient Information no- 
tice), data analysis from the Office for National Statis- 
tics (ONS) was combined. One of the CIPHA teams at 
the University of Liverpool, Mark Green, embedded in 
ONS, used the Internet User Classification of small ar- 
eas to analyze the testing uptake in the Liverpool pi- 
lot. That showed it was not only financial and social 
deprivation but also “digital poverty” that explained a 
large part of the variation in testing uptake ( Green 2021 
et al. 2021 ). Taking these factors into account, Mark 
Green worked with fellow geodata scientists in 8 Engi- 
neer’s Brigade GEO cell to produce maps of the optimal 
placement for testing sites. All those relations informed 

decision-making (de Silva, personal interview, July 4, 
2022). 

Once the Brigade had located the best sites for their 
testing centers, they then engaged in a process with which 
was common in Afghanistan; they conducted key leader 
engagement. They conducted the equivalent of “shuras to 
persuade leaders to get your population to a testing site”
(de Silva, personal interview, 4 July 2022). Iain Buchan 
also played a crucial role in these information campaigns. 
The Brigade never used fear to encourage testing; it dis- 
incentivized the population. Rather, every Tuesday and 
Thursday, the Brigade drove through its key neighbor- 
hoods to inform the inhabitants of the location of mobile 
sites. Faith leaders and gyms provided further conduits 
for information. 

The deployment of 8 Engineer Brigade to Liverpool 
in support of civil authorities was a notable success, in 
spite of the initial skepticism and occasional resistance 
of the local population. By mid-December, detection 
had increased by 20 percent; case rates were down by 
20 percent. The number of COVID hospitalizations in 
the city had been reduced by 43 percent ( https://www. 
liverpool.ac.uk/ research/ research-themes/ infectious- 
diseases/ coronavirus-research/ covid-smart-pilot/ ). In 
addition, hospitality re-opened in December for Christ- 
mas, while other cities remained closed. This was very 
important for a city that was so dependent upon its 
hospitality sector and visitor economy ( Buchan 2022a ). 
Crucially, data shaped the Brigade’s response, modified 
its intelligence requirements, and changed the way the 
force was employed. 8 Engineer Brigade’s 90-day opera- 
tion in Liverpool between October and December 2020 
is small case study. It was a minor military operation in 
a critical civil situation—not a military one. However, 
it is potentially useful in showing how the armed forces 
might employ data in future operations. It is interesting 
that other armed forces, such as the Dutch Army used 
data in similar ways during the pandemic ( Hoijitink 
2022 ). 

Security Assistance Group-Ukraine 

It is not possible to extrapolate from the Liverpool case 
directly to show how the armed forces would apply data 
in the future on an actual military operation. That would 
be an evidential leap. However, it was notable that Iain 
Buchan and members of 8 Engineer Brigade understood 
the virus as an analogue for an urban insurgency. On an- 
other operation, in which the armed forces were fight- 
ing an actual urban insurgent, data might prove simi- 
larly instructive. Just as waste water and NHS COVID 
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reports allowed 8 Brigade to identify virus concentra- 
tions, data might facilitate the identification of the en- 
emy quickly and efficiently. Indeed, by aligning the Liv- 
erpool case with the example of the Security-Assistance 
Group-Ukraine, which has been involved in support for 
an intense war-fighting operation, it may be possible to 
see that the Liverpool case is actually highly pertinent in 
understanding how the armed forces have used and are 
likely to exploit data in the near future. 

The Russo-Ukraine War began on February 24, 2022, 
when Russian forces invaded Ukraine in an act of unpro- 
voked aggression. It has been a brutal and bloody war, 
characterized by series of grueling sieges: Kyiv , Kharkiv , 
Mariupol, Severodonetsk, and Bakmhut. Much of the 
fighting has been reminiscent of the First World or Stal- 
ingrad. Over 200,000 Russian soldiers and over 100,000 
Ukrainians have been killed or wounded in the fighting. 
There is no immediate end to the war at this point. 

However, while the Russo-Ukraine War has been a vi- 
olent and brutal conflict, it has also involved some very 
significant actions in which the most advanced technolo- 
gies, including AI, have played a central role. There are 
a number of incidents that illustrate the application of 
AI to this conflict, including cyber defence and attacks 
by both sides, and information operations disseminated 
on the internet. However, notably, AI has also been em- 
ployed for targeting. There are a number of examples of 
this application. However, one incident stands out with 
particular clarity. 

On May 1, 2022, General Valery Gerasimov, the chief 
of the Russian defense staff, President Putin’s closest mil- 
itary aide, and the most senior Russian general, was vis- 
iting a Russian army headquarters in the tiny village 
Zabavne, just north of Izyum. The headquarters was dev- 
astated by a Ukrainian artillery strike; probably by a 
US-provided HIMARS. Major General Andrei Simonov, 
head of the Russian Army’s electronic warfare division, 
and about twenty staff officers were killed in the strike. 
Gerasimov himself was wounded. A shrapnel shard punc- 
tured his thigh. It was a minor injury and he quickly re- 
covered. 

The strike is pertinent to AI. It now seems likely that 
Gerasimov was struck as a result of a targeting pro- 
cess orchestrated by the US in support of the Ukrainian 
armed forces. Much of this targeting process still re- 
mains highly classified but enough evidence has now 

filtered into the public domain to be able to recon- 
struct some elements of it. Following the Russian inva- 
sion, XVIII Airborne Corps, under Lieutenant General 
Christopher Donohue, assumed command of the Secu- 
rity Assistance Group-Ukraine (SAG-U). This command, 
based in Wiesbaden, Germany, had coordinated the train- 

ing of Ukrainian forces since 2015. However, once the 
war started, the role of the Assistance Group expanded 
dramatically. The command was no longer merely ad- 
ministering training for the Ukrainians. It began to pro- 
vide essential command support to the Ukrainian Armed 
Forces. Some of this support involved planning and de- 
livering logistics. However, the SAG-U seem to have also 
provided immediate operational support to Ukrainian 
forces, including, crucially, targeting. Precisely because 
the role was so demanding and complex, General Dono- 
hue deployed XVIII Airborne Corps’ Forward Headquar- 
ters to the SAG-U base in Wiesbaden in Germany. Its 
main headquarters, providing support, remained at Fort 
Liberty (Bragg), North Carolina. 82nd Airborne Divi- 
sion, subordinated to Donohue and co-located at Fort 
Liberty, deployed a forward headquarters to Rseszow in 
Poland at the same time. 

XVIII Airborne Corps had begun to develop a data- 
centric approach before its deployment to Weisbaden. 
From 2019 to 2022, the Corps had been commanded 
by Lieutenant General Erik Kurilla. Kurilla is widely re- 
garded as a remarkable commander. He had had a stel- 
lar career as an officer in the Rangers, 82nd Airborne 
Division, and the US Special Operations Forces; he was 
appointed to Assistant Commander Joint Special Opera- 
tions Forces Command, in 2012–14. In Mosul in 2005, 
he was involved in a close fight with insurgents in which 
he was wounded but nevertheless continued to engage en- 
emy soldiers and command his troops, for which he was 
awarded the Bronze Star. 

As a result of his work with US Special Operations 
Forces, Kurilla had been exposed to the way in which 
they had employed data, processed by AI, to identify en- 
emy targets. The Special Operations Forces have often 
been the beneficiary of the most advanced technologies 
and equipment; and this was the case with big data. While 
deployed to Afghanistan as brigadier general in the Spe- 
cial Operations Forces, he had employed some innova- 
tions introduced under Project Maven. Project Maven 
was a Department of Defense program initiated in 2017 
that sought to automate the analysis of video footage 
from drones to help identify enemy targets; algorithms 
trained to recognize signatures had helped process this 
mass of data. Project Maven has subsequently expanded 
to process other data sources. Kurilla had seen the poten- 
tial that data exploitation through AI processing might 
bring for Task Force 58 in Afghanistan. Indeed, follow- 
ing his experiences there, he had told senior US officers, 
“I have seen what it can do. We are never going back”
(Lieutenant-General, OF-8, US Air Force, personal in- 
terview, May 25, 2023). He had then sought to imple- 
ment these techniques of data analysis when he com- 
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manded 82nd Airborne Division and XVIII Airborne 
Corps. 

Kurilla commanded XVIII Airborne Corps until 
2022, when he handed over to his successor Lieutenant- 
General Christopher Donohue, as the Corps deployed 
to Weisbaden. Donohue was well-positioned to extend 
Kurilla’s work on big data processing. Donohue’s shared 
a similar background to Kurilla. He had served with 
the Rangers and the Special Operations Forces, and in 
Delta Force, in particular, for much of his career. He had 
fought in Iraq and Afghanistan with Delta Force, eventu- 
ally commanding the unit in the war against ISIS. Con- 
sequently, by the time he assumed command of XVIII 
Airborne Corps, like Kurilla, he had already seen data- 
enabled operations at work. The Special Operations 
Forces had originally begun to draw on data systemati- 
cally, when General Stanley McChrystal commanded the 
Joint Special Operations Command in Baghdad in 2004. 
McChrystal had employed data, with the help of civil- 
ian experts, in the hunt for Abu al-Zarqawi and the fight 
against Al-Qaeda. Donohue had served in Iraq at this 
time. He had also held a job in the Department of Defense 
when Project Maven was running in 2017–18; there, 
he had reportedly learned all he could from US Marine 
Colonel Drew Cukor, who was administering that project 
(Lieutenant-General, OF-8, US Air Force, personal in- 
terview, May 25, 2023; Scharre 2023 , 57). Building on 
Kurilla’s work, Donohue had applied these methods of 
data mining to subsequent operations in Afghanistan as 
a special forces operator and then as commander of 82nd 
Airborne Division; he was one of the last US soldiers off 
the ground in Kabul in August 2021 at the end of the 
evacuation. 

Kurilla and Donohue wanted to exploit the poten- 
tial of data. To do this, they had to make some radical 
changes to their Headquarters. At XVIII Airborne Corps, 
Kurilla appointed a civilian Chief Technical Officer, Schu- 
lyer Moore, who had been a former director of science 
and technology for the Defense Innovation Board. Dono- 
hue created a Data Cell in the Corps, which employed 
civilian and military data experts. Donohue subsequently 
appointed Jared Summers to the Moore’s role in 2022. 
Summers served as Chief Technical Officer throughout 
2022 with the Corps for the Ukraine War. Summers had 
been a well-known Silicon Valley entrepreneur and exec- 
utive. Between 2016 and 2021, he had acted at Exxon’s 
Chief Technical and the Chief Data Officer. Donohue had 
hired him to ensure that XVIII Airborne Corps became a 
“data-centric” organization. He eventually left the role in 
January 2023, after the Corps had returned from Wies- 
baden. Notably, Summers was awarded the Meritorious 
Civilian Service Award for his work, and on his retire- 

ment from the post, Donohue described his contribu- 
tion: “Jared was exactly the right person to serve as our 
first Chief Technology Officer—and he has really laid the 
groundwork for organizations across the Department of 
Defense to emulate” ( Visser 2023 ). 

How did data help XVIII Airborne Corps to target 
Russian forces and ultimately, perhaps, to wound Gen- 
eral Gerasimov on May 1, 2022? As already noted, in the 
past 20 years, there has been a data explosion. Humans 
are increasingly leaving digital traces of their activities in 
cyberspace, which, if one has enough relevant data, and 
one knows how to exploit it, can be plotted and analyzed. 
Throughout the current war, Ukraine, supported by its al- 
lies, has systematically exploited data from open-sources, 
decrypted mobile phone and radio messages, and satellite 
images. They have used the imagery posted by Ukrainian 
and Russian civilians and soldiers to identify Russian tar- 
gets. The December 31, 2022, strike on the barracks in 
Mariivka, in which the Ukrainians claimed they killed 
600 Russian recruits—the Russians admitted about 80—
was due to Russian soldiers posting pictures on social me- 
dia. US software monitoring open-source traffic seems to 
have identified the imagery and was able to recommend 
the strike. Similarly, XVIII Airborne Corps seems to have 
been able to collect, fuse, and analyze data from different 
sources, especially satellite imagery, to develop very accu- 
rate targets. On May 1, it seems possible that the Corps 
played a role in triangulating a number of sources to geo- 
locate Gerasimov with complete precision. 

XVIII Corps seems to have played a critical role in 
developing a data-enabled system of targeting for the 
Ukrainians, but even with a Chief Technical Officer and 
a Data Cell, the Corps itself could not process all the 
data it required alone; it did not have the expertise to 
curate the mass of data or to write the algorithms to be 
able to process them. Consequently, the Corps—and the 
US military more widely—relied on a partnership with 
a civilian defense tech company, Palantir Technologies, 
to develop and refine targeting software. Palantir was 
established in 2003 by the controversial Silicon Valley 
entrepreneur, Peter Thiel. It was part of his move from 

global libertarianism to republican nationalism. Follow- 
ing the 9/11 attacks, he wanted to align a traditionally 
skeptical, leftist Silicon Valley with US national security 
interests. Palantir was designed to contribute directly to 
US security by providing software support to the Depart- 
ment of Defense. After a relatively slow start, Palantir 
began to develop software for US forces that could ana- 
lyze data and identify terrorist and insurgent networks. 
In 2009, Palantir began to sell their software directly to 
US units on operations in Iraq and Afghanistan. The Spe- 
cial Operations Forces were the first to buy their soft- 
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ware in 2010 ( Barno and Bensahel 2023 , 164). By 2011, 
more than three dozen Special Operations Forces and 
marine units, and several army units were using Palan- 
tir software ( Barno and Bensahel 2023 , 165). The Army 
also denied the requests of at least 17 brigades for Palan- 
tir software in the next three years ( Barno and Bensahel 
2023 , 164). These units found the Palantir software bet- 
ter at disaggregating a mass of data accurately and was 
far easier to use that the Army’s digital Distributed Com- 
mon Ground System. Major General John Toolan, the 
US Marine commander of ISAF’s Regional Command 
South-West in Afghanistan in 2011, noted: “Palantir re- 
duced the time required for countless analytical func- 
tions” ( Barno and Bensahel 2023 , 165). By 2011, Palan- 
tir had a small foothold in the US forces. It was at this 
point that Kurilla and Donohue first encountered the 
company. 

Following the assassination of Osama bin Laden in 
May 2011, Peter Thiel subsequently claimed that Palan- 
tir had played an essential role in identifying his loca- 
tion. Business Week described Palantir as “The War on 
Terror’s secret weapon.” It was not true. Palantir data 
analysis played at best a small role ( Chafkin 2021 , 153). 
Indeed, some intelligence officers dismissed Palantir’s ca- 
pability as exaggerated. Nevertheless, on the basis of its 
initial work between 2009 and 2011, Palantir was able 
to build very effective software for the campaign against 
ISIS between 2014 and 2018. Palantir became skilled a 
curating data for US forces ( Chafkin 2021 , 283–90). It 
developed a series of bespoke applications that sat on the 
top of specific bits of data ( Chafkin 2021 , 153). These 
applications sifted the data and automatically sent warn- 
ings of key indicators. For instance, in the fight against 
ISIS, the software was able to build up a picture of the 
ISIS leadership network and their possible locations. 

Having developed a capable software, Palantir en- 
hanced XVIII Corps’ targeting process. It adapted the 
software and algorithms it refined during the campaign 
against ISIS for the war in Ukraine. In his Washington 
Post article, David Ignatius has described this process in 
as much detail as possible, given the classification of the 
targeting process: 

The “kill chain” that I saw demonstrated in Kyiv is 
replicated on a vast scale by Ukraine’s NATO partners 
from a command post outside the country [e.g. XVIII 
Airborne Corps]. The system is built around the same 
software platform developed by Palantir that I saw in 
Kyiv, which can allow the United States and its allies 
to share information from diverse sources—ranging 
from commercial satellite imagery to the W est’ s most 
secret intelligence tools. . . The system I saw in Kyiv 

uses a limited array of sensors and AI tools, some de- 
veloped by Ukraine, partly because of classification 
limits. The bigger, outside system can process highly 
classified data securely, with cyber protections and 
restricted access, then feed enemy location data to 
Ukraine for action. ( Ignatius 2022 ) 

By applying AI to analyse sensor data, NATO advis- 
ers outside Ukraine can quickly answer the essential 
questions of combat: Where are allied forces? Where 
is the enemy? Which weapons will be most effective in 
against enemy positions? They can then deliver pre- 
cise enemy location information to Ukrainian com- 
manders in the field. ( Ignatius 2022 ) 

Ignatius was careful and oblique in his article. It is 
possible to reconstruct events from his descriptions of 
targeting processes inside and outside Ukraine, though. 
Palantir seems to have helped XVIII Airborne Corps pro- 
cess a mass of open-source, encrypted, and satellite data 
in order to identify Russian headquarters in precise lo- 
cations a long way back from the front-line. The result 
is that the Ukrainian forces have been able to kill over 
thirty Russian general officers, and destroy a number of 
command posts in the course of the war. The similar- 
ity between operational questions, which the Ukrainians 
and their US allies used AI to resolve, and those which 
Brigadier Fossey sought to answer in Liverpool, is strik- 
ing. 

The role of XVIII Airborne Corps as the Security As- 
sistance Group-Ukraine in 2022 was very different from 

8 Engineer Brigade’s performance in Liverpool in 2020; 
they were respectively committed to completely different 
missions. However, there was a family resemblance be- 
tween them. In both cases, the respective formations used 
mass data, processed with the help of AI to identify tar- 
gets: COVID-infected individuals in Liverpool, Russian 
commanders and command posts in Ukraine. By looking 
at the digital traces left by infected individuals or Russian 
commanders in cyberspace, and triangulating data from 

alternative sources, 8 Engineer Brigade and XVIII Corps 
were able to target more accurately and quickly. Both or- 
ganizations show how data has already been successfully 
processed by AI on military operations. 

Conclusion 

Killer drone swarms have beguiled many security stud- 
ies scholars interested in AI. Many presume that the rise 
of the AI-enabled drone swarm presages a revolution in 
military affairs. This article takes an alternate view. It en- 
tirely agrees that the armed forces may be on the edge 
of an AI revolution. It is theoretically possible that au- 
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tonomous drone swarms will become important in the 
near future. However, up to now, AI has not been pri- 
marily used to produce robotic or autonomous weapons 
systems. In the last two decades, the armed forces have 
sought to exploit big data to generate a richer, deeper 
understanding of the battlespace, plotting traces left in 
cyberspace by their adversaries. Because there is such a 
vast quantity of digital data in cyberspace, the armed 
forces have begun to exploit the potential of AI, algo- 
rithms, and machine learning to identify patterns and 
signatures, to improve their awareness and so that they 
do not miss crucial pieces of information. In some cases, 
data have been analyzed by simple methods. In Liver- 
pool, 8 Brigade did not routinely employ machine learn- 
ing programs to analyze their data. In Wiesbaden, XVIII 
Airborne Corps seems to have used very sophisticated 
software and algorithms assisted by Palantir to process 
a diverse and complex data set, derived from digital 
satellite imagery, open-sources, and encrypted messaging. 
The Security Assistance Group-Ukraine and the Liver- 
pool COVID cases demonstrate the armed forces using 
data for intelligence purposes and, specifically, for tar- 
geting. Intelligence, not lethal autonomy, has been pri- 
mary. Indeed, even if autonomous lethal weapon sys- 
tems, like drone swarms, do develop at some point in 
the future, they will rely on data, processed by AI, for 
their intelligence. Intelligence has been and is likely to re- 
main the primary military function for AI. It seems very 
likely that, on the basis of the current evidence, the at- 
tention scholars have placed on lethal autonomy may be 
exaggerated. 

Data offer new possibilities for military intelligence 
and targeting. Yet, that does not mean data or AI are 
invulnerable. The Israel Defense Forces have become 
one of the most data-enabled militaries in the world. Its 
strikes against Hamas targets in Gaza in 2021, Operation 
Guardian of the Walls, have been described as “the first 
digital war.” The IDF employed AI and data to mount a 
series of strikes, supported with cyber operations. Never- 
theless, on October 7, 2023, hundreds of Hamas fight- 
ers infiltrated into Israel from Gaza to attack civilian 
and military targets alike; in one day, they killed approx- 
imately one thousand two hundred Israelis, abducting 
over two hundred more. It was the worst attack that Is- 
rael has ever experienced. Israel’s sophisticated constella- 
tion of sensors, and its signal, image, and human intelli- 
gence networks all failed utterly. It was a catastrophic in- 
telligence failure, especially since Israel received a warn- 
ing from Egypt days before the attack. AI did not help Is- 
rael at all. AI has a second vulnerability. AI relies entirely 
upon its data. Consequently, AI-enabled targeting can 

only be as good as its data. Biased data, which are very 
common, or corrupted or poisoned data compromise tar- 
geting. They will obstruct targeting or, even worse, lead 
to false targeting. An adversary may actively seek to 
manipulate data to deceive and confuse. Humans will, 
therefore, remain essential to the effective application 
of AI. 

The limitations of AI are evident. Nevertheless, data 
and AI have primarily been used to enhance mili- 
tary intelligence and, above all, to target more accu- 
rately , quickly , and more deeply across the battlefield. 
Big data sets are likely to be exploited even more in 
the coming decade. This has very important implica- 
tions for scholarship on AI. Scholars have substan- 
tially focused on the question of autonomous weapons 
and drone swarms. They have been concerned with the 
ethical implications of the appearance of automated 
weapons, controlled by AI, not by humans. Should we 
allow machines to kill? Many believe that autonomous 
weapons, which operate without human control, must be 
unethical. 

The cases of Liverpool and the Security Assistance 
Group-Ukraine suggest that the current debate about 
ethics and lethal autonomy may be misdirected. Scholars 
are concerned that AI will take over, excluding humans 
“from the loop.” In fact, the ethical question posed by AI 
today is different—and perhaps more pressing. In par- 
ticular, in order to harness AI for intelligence and target- 
ing, the armed forces require the immediate support from 

other organizations that are experts in data. Often, these 
experts are private tech companies like Google, Ama- 
zon Web Services, or Palantir. In Liverpool, 8 Engineer 
Brigade relied on the NHS, water companies, geospatial, 
and open-source data. In Ukraine, XVIII Corps relied on 
Palantir. To harness this expertise, civilian data scientists, 
engineers, and programers have been integrated into mil- 
itary headquarters, working alongside military staff, in 
order to curate the data, and to develop workable algo- 
rithms. Professor Iain Buchan recorded eloquently how 

closely he worked with 8 Engineer Brigade. His collab- 
oration was unproblematic because it was a humani- 
tarian mission and the right people could talk to each 
other in a data-informed way . Similarly , General Dono- 
hue hired Jared Summers as his Chief Technical Officer, 
overseeing a data cell that included civilians. In effect, 
civilian contractors were being integrated into the kill 
chain. In other cases, this private-public sector partner- 
ship may be more problematic. We are currently witness- 
ing the rise of a Military-Tech Complex, which is po- 
tentially undermining existing norms, ethics, and laws 
around armed conflict. Some scholars have begun to ana- 

D
ow

nloaded from
 https://academ

ic.oup.com
/jogss/article/9/2/ogae009/7667104 by U

niversity of Exeter user on 07 June 2024



ANTHONY KING 15 

lyze the emergence of this new political economic regime 
in the defense and security sectors ( Evron and Bitzinger 
2023 ; Valvida et al. 9(2); Aradau and Blanke 2015 ; 2022 ; 
Amicelle 2022 ). The rise of the Military-Tech Complex 
is a potentially historic development that reconfigures 
the armed forces as an institution. It has very serious 
organizational, political, legal, and ethical implications. 
Scholars might more usefully focus on this transforma- 
tion, which is actual today, rather than the more spec- 
ulative issue of whether machines might take over the 
battlefield. 
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