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Co-Sharding: A Sharding Scheme for Large-Scale Internet of Things Application
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Blockchain technology finds widespread application in the management of Internet of Things (IoT) devices. In response to the
challenges posed by performance scalability and the convergence of multiple ledgers stemming from an expanding network, this
study introduces the concept of Co-Sharding. Within this framework, the ledger maintained by sub-chains overseeing IoT operations
in distinct geographic regions is conceptualized as a shard within the Large-scale Internet of Things (LIOT) ledger. Meanwhile, elected
nodes within each region assume responsibility for maintaining a coordinating shard, facilitating cross-regional communication and
data interaction. Furthermore, our work presents a multi-objective optimization algorithm grounded in the multi-shard paradigm to
enact a scheduling strategy that spans various regions. We undertake a series of pertinent experiments and conduct a comparative
analysis of scheduling algorithms within the context of a real-world cross-regional agricultural IoT system, utilizing actual operational
data. The comparative results demonstrate that, in comparison to intra-sub-region scheduling, the Co-Sharding approach enhances
machine utilization rates by approximately 30% and reduces scheduling time by around 18% when confronted with a task count of
twelve. In terms of performance, Co-Sharding also exhibits the capability to reduce the storage requirements of lightweight nodes
within each region by approximately 39%, while concurrently improving throughput by approximately 1.5 times when contrasted with
a single-chain architecture.
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1 INTRODUCTION

The use of blockchain technology is widespread in the management of IoT devices [5]. For example, in the context of
large-scale medical IoT, patient data is securely managed through blockchain, facilitating data transmission between
sensors and various entities [3]. In agricultural IoT, blockchain serves as a reliable means to store scheduling data,
effectively addressing trust-related concerns between individual farmers and schedulers [35]. Nonetheless, as the scale
of IoT applications continues to grow, Subzone Internet of Things (Sub-IOT), responsible for overseeing smaller regions,
tends to merge into the realm of Large-scale Internet of Things (LIOT) [22]. This transition is evident in scenarios
where medical IoT networks associated with a single hospital group expand to encompass multiple hospital groups
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Fig. 1. Sub-regional fusion of the IoT for agricultural machinery.

[4]. Similarly, within the agricultural IoT domain, the expansion involves the transition from a single sub-region to
encompass multiple regions [33]. As a consequence, the sub-ledgers, originally tasked with managing multiple Sub-IOTs,
also require consolidation into a larger ledger characterized by an extensive chain.

The consolidation of multiple sub-ledgers into a single large ledger presents a challenging task. To illustrate, we
consider the application of agricultural machinery within the context of IoT. As agricultural equipment advances
towards intelligence and unmanned operation, many countries have initiated endeavors to achieve high-precision
path planning for unmanned machinery through the utilization of sensing, positioning, and navigation technologies
[27, 31, 34]. National agricultural associations have also embarked on the sharing of resources pertaining to agricultural
machinery, which are dispersed across various regions. Consequently, in the context of multi-device interconnection and
complex access environments, the realization of efficient resource scheduling necessitates the integration of data related
to agricultural machinery from independently managed sub-regions into a comprehensive large-scale agricultural
machinery IoT scheduling system [30], as illustrated in Fig. 1. On the other hand, when it comes to blockchain-based
IoT data fusion, there exists a requirement to amalgamate data originally stored on distinct sub-chains into a newly
unified chain. Failure to do so would result in data dispersion across each sub-chain, impeding the ability to achieve
optimized scheduling across the entire agricultural machinery network [1].

Unfortunately, due to the decentralized and peer-to-peer communication characteristics of the blockchain system,
achieving this fusion presents significant challenges, primarily manifesting in three key aspects: 1) Computational
efficiency problem: The vast number of nodes within the entire network results in an extended time required by the
consensus mechanism. 2) Querying efficiency problem: With the expansion of the chain length, the data query time
also increases, often surpassing that of the sub-chain responsible for managing the sub-region. In response to these
challenges, this paper introduces a sharding scheme for LIoT named Co-Sharding, aimed at resolving the aforementioned
difficulties and enabling the fusion of multi-region sub-ledgers. The contributions of this research are summarized as
follows:

(1) We present Co-Sharding as a solution to the challenge of merging multiple chains and facilitating data fusion.
Co-Sharding involves treating the ledger maintained by sub-chains overseeing IoT operations in distinct regions

Manuscript submitted to ACM
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Co-Sharding: A Sharding Scheme for Large-Scale Internet of Things Application 3

as a shard within the overarching LIoT ledger. Elected nodes within each region assume responsibility for
managing a coordinating shard, and avoid additional communication overhead across ledgers by reading data
locally on the shared node. This is conducive to cross-region communication and data interaction scheduling,
thereby improving the efficiency of cross-ledger interactions.

(2) We propose a coordinating-shard-driven approach to facilitate cross-region data interaction. This approach vali-
dates cross-ledger data and retrieval requests, subsequently returning and committing the results of consensus
execution to the relevant sub-ledgers via the coordinating shard. The approach effectively reduces the overhead
associated with cross-ledger communication and can tolerate up to one-third of malicious nodes.

(3) We implement Co-Sharding within the Hyperledger Fabric framework and deploy a scheduling smart contract
based on a multi-objective optimization algorithm in a cross-region scheduling scenario for testing purposes.

To the best of our knowledge, Co-Sharding represents the first efficient solution that combines optimization with
cross-region scheduling. This innovative approach has yielded a remarkable 30% enhancement in utilization rates when
the task count is 12, coupled with an 18% reduction in scheduling time compared to the existing agricultural machinery
scheduling system. Additionally, in contrast to the direct merging of regional data nodes into a large ledger, Co-Sharding
has significantly reduced the storage capacity demands of lightweight nodes by approximately 39%, while concurrently
boosting data query throughput by approximately 1.5 times.

2 RELATEDWORKS

2.1 Blockchain Empowered IoT

Recently, blockchain-empowered data management in IoT has garnered significant attention. Karthika and Jaganathan
[19] designed a new consensus method and a lightweight blockchain framework primarily for resource-constrained IoT
applications in licensed environments. Wang et al. [32] proposed a novel identity authentication mechanism based
on transfer learning-empowered blockchain, which manages user identities through the blockchain and ensures the
protection of privacy. Deebak et al. [12] introduced a trust-aware blockchain-based seamless authentication system
with privacy preservation (TAB-SAPP) to address key concerns related to privacy, security, and packet delivery rates.
Javaid and Sikdar [16] proposed a transformable blockchain-based Industrial IoT architecture that utilizes a dynamic
proof-of-work consensus and block checkpointing mechanism. Such an architecture ensures the data integrity and
computational reliability of Industrial IoT. However, Lin et al. [23] analyzed the current blockchain solutions for IoT and
found that existing schemes are tailored for Sub-IoT applications, where blockchain can effectively manage data and
ensure security. Nevertheless, these solutions still struggle to resolve the problem of local resource constraints in devices
and the substantial resource overhead of distributed information interaction in LIoT. Cai et al. [8] also conducted an
analysis, concluding that it is challenging to apply blockchain in LIoT with a large amount of data due to its limitations
in performance and functional scalability. Therefore, blockchain for managing IoT faces the challenge of development
difficulties in the context of regional fusion.

Blockchain-empowered agricultural machinery IoT is gaining popularity in small-scale agriculture, offering a viable
solution for optimizing resource utilization and scheduling strategies. Khan et al. [20] collected, scheduled, and stored
drone data via blockchain and meta-heuristic genetic algorithms, resulting in reduced computational costs and improved
performance and resource utilization. Zheng et al. [40] implemented a blockchain-based agricultural service platform
and used a mixed-integer linear programming model to obtain the optimal unmanned agricultural machine service plan.
Unfortunately, Rahman et al. [29] have suggested that the demand for interconnecting farm machinery and data across
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4 Yang and Zhang, et al.

regions is now high. However, the IoT of agricultural machinery still faces challenges related to conflicting scheduling
goals as it scales up, and data processing performance remains a bottleneck in large-scale networks.

2.2 Blockchain-based Resource Matching Optimization

Currently, there has been an increased focus on resource matching within blockchain-based Subzone IoT (Sub-IoT).
Yang et al. [36] devised a blockchain-based distributed resource matching mechanism and enhanced the IoT system
with fog computing to offload computationally demanding tasks, resulting in a low-latency matching algorithm. Chen
et al. [9] proposed a distributed energy transaction matching scheme that integrates blockchain with game theory,
ensuring security while achieving efficient and benefit-maximizing energy scheduling. Jiao et al. [18] introduced
a resource allocation scheme based on an auction model, aiming to maximize social welfare within a blockchain
system. Jia et al. [17] proposed an auction-based resource matching mechanism that uses cryptography and blockchain
to support off-chain allocation, privacy protection, and on-chain dispute resolution to prevent collusion. However,
there is a paucity of cross-ledger studies in the context of LIoT, with most of the research concentrating on the
optimization of scheduling algorithms. For instance, Liu et al. [24] developed a multi-objective immune algorithm based
on non-dominated neighbor-based selection and Tabu search to enhance the search efficiency of dynamic cross-region
collaborative scheduling matching for agricultural machinery. Orfanou et al. [26] proposed an agricultural machinery
planning algorithm to sequence the operation of multiple machinery tasks based on specified operation areas and orders.
Unfortunately, although existing studies have successfully achieved efficient resource scheduling within Sub-IoT, they
have not thoroughly investigated the blockchain structure and the process of cross-ledger interaction. Furthermore, the
efficiency challenge within the context of LIoT remains unaddressed.

2.3 Sharding-based Cross-ledger Scheme

Existing research on cross-ledger technology primarily focuses on cross-chain and cross-shard solutions. Zhang et al.
[39] proposed cross-chain data transmission based on the supervision chain. This method performs calculations on
the storage chain and only sends the results to other chains, effectively improving transmission efficiency. Fan et al.
[13] built a cross-chain medical IoT data sharing framework, which introduced a relay chain to verify the consistency
between data requests and actual storage. Yang et al. [37] collected cross-region data query requests through relay
chains and implemented fast cross-domain anonymous transactions based on zero-knowledge proof. However, Ou et
al. [28] analyzed that cross-chain solutions encounter challenges due to the involvement of multiple heterogeneous
blockchains. Inconsistencies in ledger structure and cryptographic algorithms or even inconsistent message or signature
formats make merging them difficult, leading to a lack of schemes for merging multiple blockchain systems. The concept
of sharding, which involves creating isomorphic sub-blockchains, was initially introduced by Luu et al. [25]. Their
blockchain sharding scheme, named Elastico, established multiple committees and divides the original single chain into
different isomorphic shards. Kokoris-Kogias et al. [21] proposed Omniledger, a distributed ledger protocol based on
sharding, and employed a random generation protocol to initialize the shards. Zamani et al. [38] designed a blockchain
sharding protocol called RapidChain, aimed at optimizing the intra-committee consensus algorithm, gossip protocol, and
cross-shard transaction validation techniques. Dang et al. [11] utilized a trusted execution environment to implement
secure and efficient consensus and shard formation protocols (referred to in this paper as BFT-Shard), constructing a
single reference shard to coordinate cross-sharding protocols within a complete-sharding framework. Amiri et al. [2]
introduced Sharper, which supports networks consisting solely of crashed or Byzantine nodes. Each sharding cluster
maintains only one ledger view and implements the cross-sharding consensus protocol through competition between
Manuscript submitted to ACM
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Co-Sharding: A Sharding Scheme for Large-Scale Internet of Things Application 5

shards. The above schemes significantly enhanced the scalability of the blockchain. However, the interaction across
multiple ledgers necessitates frequent communication and additional consensus rounds, leading to potential efficiency
concerns. As a result, the sharding protocol manages multiple sub-ledgers of the same chain in a divide-and-conquer
manner during the chain growth process. This concept of sharding provides inspiration for managing sub-ledgers from
different regions, but it also needs to improve the performance of multi-region ledger interactions.

3 CO-SHARDING SOLUTION FOR LIOT

In this paper, we introduce Co-Sharding, a multi-subsection ledger fusion scheme aimed at reducing the computational
load of the system and eliminating redundant data storage. Within each Sub-IoT, there exists a significant distribution
of user nodes. To enable parallel data processing and storage of only region-specific data, users within each region
establish multiple Sub-IoT sharding systems. Additionally, an additional shard, referred to as the coordinating shard, is
constructed to facilitate the coordination of processing and querying of cross-region data.

3.1 Co-Sharding Formation from Muti-regional-shard

Before forming the Sub-IoT sharding system, it will be necessary to establish a cross-regional coordinating shard. This
shard must be responsible for transmitting and receiving relevant cross-region messages and data, as well as executing
the smart contracts for cross-region tasks, including cross-region task decisions. Meanwhile, each user’s location,
identity information, and system status are stored in the coordinating shard. This also implies that the coordinating
shard needs to implement a fair and secure algorithm to prevent the majority of nodes in a region from gaining control,
which could result in the domination of cross-regional tasks by a single region. This, in turn, might lead to a biased
execution strategy that favors the interests of that region at the expense of the development of other regions. Ultimately,
this could result in untrustworthy decision-making and adversely affect the overall coordination of the entire system.
Fairness primarily revolves around equitable node selection. Therefore, we need to design a secure and fair node
selection algorithm.

Algorithm 1 Co-Sharding formation
Input: 𝛿, 𝑥,𝑇
Output: {accept} / {reject}
1: Setup(𝛿,𝑇 )→ 𝑝𝑝

2: Eval(𝑝𝑝, 𝑥)→ (𝑦, 𝜋)
3: if (𝑦, 𝜋) ← 𝐹 (𝑝𝑝, 𝑥) then
4: Verify(𝑝𝑝, 𝑥,𝑦, 𝜋) →{accept}
5: compare 𝑦 and map to shards
6: else
7: Verify(𝑝𝑝, 𝑥,𝑦, 𝜋) →{reject}
8: end if

To ensure fairness and security, the coordinating shard generation process must rely on the verifiability of node
identities, as in Elastico [25] and OmniLedger [21]. This paper uses a random number generation method based on
Verifiable Delay Function (VDF) [6] to generate unique user identities. VDF is a function: 𝐹 : 𝑋 → 𝑌 , each input 𝑥 ∈ 𝑋
must have a unique valid output𝑦 ∈ 𝑌 . The random numbers generated based on VDF can be publicly verified throughout
the entire network. Furthermore, VDF does not require reliance on powerful computing hardware for calculations. This
means that nodes will not exhibit inconsistency in calculation efficiency due to differences in hardware equipment. This
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consistency in calculation time is maintained across various sub-region networks or hardware conditions, ensuring that
no one has advance knowledge of the calculation results due to variations in computing equipment performance. This,
in turn, guarantees both security and fairness.

As shown in lines 1-2 of Algorithm 1, when assigning user nodes, each node in the subregions takes a security
parameter 𝛿 and a time limit, 𝑇 , and outputs the common parameter, 𝑝𝑝 . Then, they locally take a random input, 𝑥 , and
compute the function 𝐸𝑣𝑎𝑙 (𝑝𝑝, 𝑥) to obtain a random output, 𝑦, and a proof, 𝜋 . Lines 3-8 represent the validation phase,
in which validation nodes verify the random output and the proof and perform Verify(𝑝𝑝, 𝑥,𝑦, 𝜋) → {accept,reject}.
If 𝑦 is a correct evaluation of the input x, the verification passes. After obtaining the random number, each node
discloses its own random number, 𝑦, where 𝑦 < 2𝑑 , and adds the node that generated the valid random number, 𝑦, to the
coordinating shard, where 𝑑 is a predetermined parameter in the network, i.e., computational difficulty. After creating
the coordinating shard, it collects data from each user, device, and sensor node and sends it to the relevant regional
shard based on its location. Due to the uneven growth of each region, during the allocation process, the number of user
nodes in a particular slice may exceed the threshold, 𝐾 . In the initialization of the Co-Sharding, these nodes can be
assigned to some sub-regional networks with a small number of nodes in the vicinity to keep the number of nodes in
each sub-chain balanced. Finally, a blockchain sharding-based LIoT system is formed, where each sub-IoT network
manages only its regional data ledger.

3.2 Coordinating-shard-driven Cross-region Interaction

In the process of cross-regional ledger interaction, data from different regional shards needs to be queried to ensure
consistency. Meanwhile, to avoid the high communication and computation costs that users or nodes need to bear
in the existing cross-sharding scheme, this subsection introduces a coordinating-shard-driven two-phase commit
approach for data interaction and computation, where the sub-regions in the cross-region interaction interact only
with the coordinating shard each time without the need for the sub-regions to communicate with each other, i.e., the
communication costs and computation pressure are shared by each node of the coordinating shard.

Unlike OmniLedger [21] and RapidChain [38], which rely exclusively on decentralization and randomness, multiple
subregional networks are divided into nodes based on geographic locations, which are regarded as multiple regional
shards. As a result, most regional shards are synchronous networks and data validation is achieved using synchronous
Byzantine consensus with 1/2 fault tolerance. In contrast, in a coordinating shard, nodes come from different sub-regions,
the network is not synchronized, and there is a possibility that a particular regional node may act evilly for its benefit.
Therefore, distributed Byzantine fault-tolerant consensus ensures the security of user identity information and state.
In addition, the coordinating shard uses the PBFT consensus mechanism, which can tolerate 𝑓 malicious nodes (DoS
attacks, forgery, data tampering, etc.), where 𝑓 < 𝑘/3, 𝑘 denotes the number of nodes in a single regional shard. Also,
the signature aggregation process in the network uses a threshold signature technique based on BLS [7] to reduce the
overall communication overhead.

In the process of cross-region data interaction, data interaction and validation between different Sub-IoTs are
coordinated through the coordinating shard, which inputs the cross-region task requests 𝑜𝑐𝑟 ∈ 𝑜𝑇 with timestamps 𝑡
and client identifiers 𝑐 in period 𝑇 and outputs the final execution and validation results. Where Eq.(1) and (2) are the
input of task request 𝐼𝑛𝑐𝑟 and the output of confirmation commitment 𝑂𝑢𝑡𝑐𝑟 , the functions Request() and Commit() are
the request and commitment of the task, and 𝑝 is the proof of the consensus execution result.

𝐼𝑛𝑐𝑟 = (𝑅𝑒𝑞𝑢𝑒𝑠𝑡 (𝑜𝑐𝑟 ) | |𝑡 | |𝑐) (1)
Manuscript submitted to ACM
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Fig. 2. Coordinating-shard-driven cross-region interaction protocol.

𝑂𝑢𝑡𝑐𝑟 = (𝐶𝑜𝑚𝑚𝑖𝑡 (𝑜𝑐𝑟 ) | |𝑡 | |𝑝 | |𝑣 | |𝑐) (2)

Eq.(3) defines the cross-region block in the coordinating shard, and such a block proves the authenticity and validity
of the task execution results with the block in the sub-region verification phase. 𝐵ℎ denotes the hash value of the block
header containing the list of transactions,𝑀𝑃𝑜𝑐𝑟 is the Merkle proof, and ℎ𝑎𝑠ℎ𝑆 is the hash value of the set of tasks 𝑆 .

𝑜𝑐𝑟 = (𝐵ℎ | |𝑀𝑃𝑜𝑐𝑟 | |𝐼𝑛𝑐𝑟 | |𝑂𝑢𝑡𝑐𝑟 | |ℎ𝑎𝑠ℎ𝑆 ) (3)

For the result of task execution or the new block, all sub-regions participating in the cross-region task are required
to return commit message with valid signatures, and the whole protocol is finally recognized as committed, while the
rest of the cases are regarded as reject, as shown in Eq.(4), and the results of the message𝑚𝑟 of the honest primary node
𝜑𝑟 .ℎ𝑜𝑛𝑒𝑠𝑡 in each sub-region 𝑟 need to all be committed, where 𝑝𝑟 is the region proof and 𝑣𝑟 is the view number.

∀𝑟 ∈ 𝑅, 𝜑𝑟 .ℎ𝑜𝑛𝑒𝑠𝑡 ∧𝑚𝑟 ⇒ (𝑜𝑐𝑟 | |𝑝𝑟 | |𝑣𝑟 | |𝑡) = 𝑐𝑜𝑚𝑚𝑖𝑡𝑡𝑒𝑑 (4)

The algorithm flow is shown in Algorithm 2 and Fig. 2. For example, the cross-region interaction involving Sub-region
1 (SR1) and Sub-region 2 (SR2) has the following phases, where the 2PC mainly refers to the prepare and commit phases:
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Algorithm 2 Cross-region data interaction
Input: 𝑟 =< 𝑟𝑒𝑞𝑢𝑒𝑠𝑡, 𝑜, 𝑡, 𝑐 > 𝜎𝑐
Output: {commit} / {reject}
1: upon receiving 𝑟 =< 𝑟𝑒𝑞𝑢𝑒𝑠𝑡, 𝑜, 𝑡, 𝑐 > 𝜎𝑐 from client 𝑐
2: multicast 𝑟 =< 𝑟𝑒𝑞𝑢𝑒𝑠𝑡, 𝑜𝑐𝑟 , 𝑡, 𝑐, 𝑣 > 𝜎𝑆𝑅1 to coordinating shard
3: upon receiving < 𝑝𝑟𝑒𝑝𝑎𝑟𝑒, 𝑜𝑆𝑅1, ℎ𝑖 , 𝑜𝑆𝑅2, ℎ 𝑗 , 𝑡, 𝑣 > 𝜎𝑐𝑜 from coordinating shard
4: if 𝑡, 𝑣 is correct then
5: if 𝜎𝑐𝑜 is valid and 𝑜𝑐𝑟 is not involved in other requests then
6: multicast < 𝑝𝑟𝑒 − 𝑐𝑜𝑚𝑚𝑖𝑡, 𝑜𝑆𝑅1, 𝑡 > 𝜎𝑆𝑅1 and < 𝑝𝑟𝑒 − 𝑐𝑜𝑚𝑚𝑖𝑡, 𝑜𝑆𝑅2, 𝑡 > 𝜎𝑆𝑅2 to coordinating shard
7: if Both SR1 and SR2 reply to the pre-commit message then
8: if 𝑛𝑣 > 2𝑘/3 then
9: multicast < 𝑐𝑜𝑚𝑚𝑖𝑡, 𝑜𝑐𝑟 , 𝑝𝑐𝑜 , 𝑝𝑖 , 𝑝 𝑗 , 𝑡, 𝑣 > 𝜎𝑐𝑜 to SR1 and SR2
10: else
11: multicast < 𝑟𝑒 𝑗𝑒𝑐𝑡, 𝑜𝑐𝑟 , 𝑝𝑐𝑜 , 𝑝𝑖 , 𝑝 𝑗 , 𝑡, 𝑣 > 𝜎𝑐𝑜 to SR1 and SR2
12: end if
13: end if
14: end if
15: else
16: ViewChange= < 𝑣𝑖𝑒𝑤𝐶ℎ𝑎𝑛𝑔𝑒, 𝑡,𝑉 >

17: end if
18: return {commit} or {reject} to 𝑐

1) Request Phase (lines 1-2): The user or client initiates a cross-region task request (denoted 𝑜𝑐𝑟 ) to SR1. Upon
validation by SR1, the current primary node performs local validation and invokes the smart contract for task
validation. Since this process involves inputs or outputs from multiple sub-regions, local validation cannot
be completed, resulting in an error in the validation result. Subsequently, the primary node broadcasts the
execution result within the local sub-region, and the shared nodes within the coordinating shard transmit data
and task requests, including region identifiers, to the coordinating shard network.

2) Prepare phase (line 3): The coordinating shard network performs global validation of the cross-region tasks, the
primary node of coordinating shard invokes the smart contract to execute the cross-region decision, locates the
relevant regional shard (SR1, SR2), and divides the task 𝑜𝑐𝑟 into 𝑜1 and 𝑜2, then assigns a sequence number ℎ,
timestamp 𝑡 , and view number 𝑣 to the target shard respectively.

3) Pre-commit phase (line 4-6): The two sub-regional networks execute a round of intra-shard consensus, i.e., local
validation, where the validation node decodes the matching results, checks the scheduling information and
the proof of the smart contract matching, and also verifies the validity of the message signature 𝜎𝑐𝑜 as well
as its attached parameters. Sub-IoT also verifies that the cross-region task is not in conflict with the current
intra-region task and will reach a consensus on crash tolerance within a shard with at least a quorum of 𝑓 + 1
agreeing. If the validation is unsuccessful, they will sign and send a reject message to the primary node of the
coordinating shard.

4) Commit phase (line 7-14): SR1 and SR2 return the local consensus results with signatures to the coordinating
shard to initiate a consensus round and𝑛𝑜𝑑𝑒𝑐𝑜 initiates a consensus round while attaching the proof of consensus
𝑝 in the regional network to the message. 𝑁𝑜𝑑𝑒𝑐𝑜 waits for 𝑛𝑣 ≥ 2𝑓 + 1 (i.e., 2𝑘/3) commit results from the
coordinating shard nodes, where 𝑛𝑣 denotes the number of commit messages. The sequence number, timestamp,
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view number, and signature are checked for consistency and validity. Finally, the {commit} / {reject} consensus
result is sent to the relevant region.

5) Confirmation phase (line 15-18): the result of task execution is confirmed as {commit} is finally returned to the
client. Meanwhile, the nodes in the coordinating shard select a new primary node at each time interval𝑇𝑖 . If the
current primary node intends to tamper with the data or crashes, it will result in a view change, which means
replacing the primary node.

3.3 Security Analysis

The security of Co-Sharding in cross-region interaction includes safety and liveness, thus we provide the following two
theorems and proofs for security analysis.

Definition 1: Safety represents that honest nodes agree to the same valid blocks in each round, while liveness indicates
that each new block will be committed or rejected at the end of each round.

Theorem 1: If there are no more than 𝑙 < 1/2 fraction of malicious nodes in each regional shard, and the proportion of
malicious nodes in the coordinating shard does not exceed𝑚 < 1/3, then the cross-region interaction process achieves
safety.

Proof : Assuming that the number of malicious nodes in each regional shard does not exceed half of the total number
of regional nodes, then more than half of the messages and signatures are valid and exceed half. Therefore, internal
consensus can ensure that the proposed block is valid. Meanwhile, messages cannot be modified or forged, as aggregate
signatures can be used to detect forgery and tampering. Similarly, the PBFT used in the coordinating shard has 1/3
fault tolerance. When the proportion of malicious nodes in the coordinating shard does not exceed 1/3, its internal
consensus can ensure validity. Therefore, communication between shards can be carried out safely, ensuring that all
relevant regional shards can receive valid cross-regional blocks. In the proposed 2PC protocol, the Prepare phase aims
to reach a temporary commitment agreement for cross-regional transactions, and the Commit phase aims to execute
the actual commitment of transactions between involved regional shards. Therefore, all relevant honest nodes in the
regional shards and the coordinating shard agree on the same valid cross-regional block in each round, i.e., consensus
achieves safety.

Theorem 2: The cross-region interaction achieves liveness if there are no more than 𝑙 < 1/2 fraction of malicious
nodes in the regional shard and no more than𝑚 < 1/3 fraction of malicious nodes in the coordinating shard.

Proof : According to the proposed scheme, nodes in the regional shard are connected through synchronous networks,
and there are no more than 𝑙 < 1/2 malicious nodes per shard. Similarly, nodes in the coordinating shard are connected
through partial synchronous networks, and there are no more than𝑚 < 1/3 malicious nodes. Therefore, using the BFT
protocol as the consensus within each shard can achieve liveness. According to Theorem 1, each shard is consistent on
the same block in each round. Therefore, no malicious node can successfully complete an attack on Co-Sharding.

4 CASE STUDY

4.1 Experimental Scenario

This paper is grounded in various real-world agricultural Sub-IoT scenarios, providing access to data related to farm
machinery, fields, and more through sub-regional agri-smart platforms. In these scenarios, some regions experience
scheduling goals that necessitate higher resource utilization due to an excessive number of agricultural machines.
Conversely, certain regions grapple with resource scarcity, compelling the scheduling production process to prioritize
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cost reduction and increasing farmers’ income. Consequently, this paper introduces a cross-regional agricultural
machinery IoT scheduling model that takes into account the scheduling requirements of multiple regions, encompassing
bothmacro-level benefits (scheduling path length andmachinery utilization) andmicro-level individual benefits (farmers’
net present value). Given the inherent trade-offs among these three objectives, the Non-Dominated Neighborhood
Immunity Algorithm (NNIA) [15] is employed to identify Pareto optimal solutions for the smart contract scheduling
algorithm.

We designed a scheduling model for each agricultural machinery sub-IoT based on the experimental scenarios. First,
as shown in Eq. (5), the scheduling path objective function was developed to reduce the distance cost of machinery
scheduling. The model is shown below.

𝐹1 =𝑚𝑖𝑛(
𝑛∑︁
𝑗=1

𝐿(Ma,𝑇𝑗 )𝛽 +
𝑛∑︁
𝑗=1

𝐿(Ma,𝑇𝑗 )𝜂 +
𝑛∑︁
𝑗=1

𝑛∑︁
𝑘=1

𝐿(Ma,𝑇𝑗𝑇𝑘 )𝜃 ) (5)

In Eq. (5), the distance of agricultural machinery Ma from the starting depot to the first task 𝑇1 of cross-region
scheduling is 𝐿(Ma,𝑇1), where 𝑗 = 1, the distance of machinery Ma from its last task 𝑇𝑛 to the termination warehouse
is 𝐿(Ma,𝑇𝑛), where 𝑗 = 𝑛, the distance from task 𝑇𝑗 to the next task 𝑇𝑘 is 𝐿(Ma,𝑇𝑗𝑇𝑘 ), where 𝑘 − 𝑗 = 1. The meanings
of 𝛽, 𝜂, 𝜃 are shown in Eq. (6)

𝛽 =

{
0,(𝑇𝑗 ≠ 𝑇1)

1,(𝑇𝑗 = 𝑇1)
, 𝜂 =

{
0,(𝑇𝑗 ≠ 𝑇𝑛)

1,(𝑇𝑗 = 𝑇𝑛)
, 𝜃 =

{
0,(𝑘 − 𝑗 ≠ 1)

1,(𝑘 − 𝑗 = 1)
(6)

In Eq. (6), when 𝑇𝑗 is the first task, 𝛽 is 1, otherwise it is 0. When 𝑇𝑗 is the last task, 𝜂 is 1, otherwise, it is 0. When
task 𝑇𝑗 is a task before task 𝑇𝑘 , 𝜃 is 1, otherwise it is 0.

Next, the objective function of agricultural machinery utilization within a specific set of periods 𝑡𝑠 ∈ T∫ (e.g., 1 hour,
2 hours) is shown in Eq. (7), where T∫ represents overall scheduling time.

𝐹2 =𝑚𝑎𝑥
∑︁
𝑡𝑠 ∈T∫
( 𝑀𝑤

𝑀𝑤 +𝑀𝑢
) (7)

In Eq. (7),𝑀𝑤 is the total number of agricultural machines that were in use throughout the period 𝑡𝑠 , and𝑀𝑢 is the
total number of machines that were in use over the entire period.

This paper also develops the mathematical model shown in Eq. (8) to maximize the total present value of farmers.

𝐹3 =𝑚𝑎𝑥
∑︁
𝑡𝑠 ∈T∫

𝑛∑︁
𝑗=1
(
𝐼𝑁 𝑗 −𝐶 𝑗

1 + 𝛼 ) (8)

In Eq. (8), 𝛼 denotes the discount rate, the total NPV of a farmer depends on a set of revenues 𝐼𝑁 𝑗 and costs 𝐶 𝑗 over
a specific period 𝑡𝑠 . The income is modeled as shown in Eq. (9).

∑︁
𝑡𝑠 ∈T∫

𝑛∑︁
𝑗=1

𝐼𝑁 𝑗 =
∑︁
𝑡𝑠 ∈T∫

𝑛∑︁
𝑗=1

𝑃 𝑗𝑆 𝑗 =
∑︁
𝑡𝑠 ∈T∫

𝑛∑︁
𝑗=1

𝛾𝐴 𝑗𝑆 𝑗 (9)

The model assumes that there is a ratio between farm productivity 𝑃 𝑗 and the area of farmland 𝐴 𝑗 , denoted by 𝛾 , and
the value of which varies with the crop. Therefore, in Eq. (9), the farmer’s income 𝐼𝑁 𝑗 is calculated based on 𝐴 𝑗 and the
selling price of individual crops 𝑆 𝑗 .
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Fig. 3. Comparison of throughput and storage overhead.

∑︁
𝑡𝑠 ∈T∫

𝑛∑︁
𝑗=1

𝐶 𝑗 =
∑︁
𝑡𝑠 ∈T∫

𝑛∑︁
𝑗=1
(𝐶𝑜𝑝 +𝐶𝑇𝑟 ) =

∑︁
𝑡𝑠 ∈T∫

𝑛∑︁
𝑗=1
(𝐴 𝑗 · 𝑎 + 𝐿(Ma,𝑇𝑗 ) · 𝑞) (10)

Meanwhile, the scheduling model considers the farmer’s expenditure costs, including transportation costs 𝐶𝑇𝑟 and
the operation cost 𝐶𝑜𝑝 of machinery. Its calculation is shown in Eq. (10). To simplify the model, it is assumed that the
unit path cost 𝑞 and unit area operation cost 𝑎 are the same for all farm machinery used in the scheduling operation.

4.2 Experimental Settings

This section presents experimental details for evaluating the effectiveness of Co-Sharding and comparing it with previous
studies. The experimental environment for Co-Sharding utilizes an Intel(R) Core(TM) i7-9700 CPU running at 3.00 GHz,
hosted on Ubuntu 22.04, with a Hyperledger Fabric 2.2 platform for emulation. Within each agricultural Sub-IoT system,
a dedicated channel is established for internal communication and internal scheduling. Additionally, a coordinating
shard channel is created to facilitate cross-region coordination. During testing, users and customers in the region
connect to the agricultural machinery management organization nodes based on real-world scheduling scenarios. To
evaluate Co-Sharding’s performance, multiple sub-regional organization nodes are deployed, with each node connecting
to 10 clients, unmanned devices, and sensor nodes within the region. In these experiments, the block size is consistently
set to approximately 10 MB. The scheduling model and matching algorithm are implemented using the Go language
[10], and scheduling smart contracts are written and deployed on the Co-Sharding nodes.

4.3 Experimental Analysis

First, to verify the optimization of Co-Sharding in terms of performance as well as storage overhead, we conduct
experiments on the storage overhead of Co-Sharding over 10 seconds. In our experiments, we also increase the number
of coordinating shards to verify their impact on storage overhead. We test the average storage size of nodes under the
conditions of 1, 2, and 3 coordinating shards and 6 sub-regional shards and compare it with a single chain, BFT-Shard
[11] and Sharper [2]. The experimental results are shown in Fig. 3. Compared to the single-chain system, Co-Sharding
improves the performance by about 1.5 times and reduces the storage overhead by about 39% for light nodes in
scheduling. At the same time, Co-Sharding has higher node storage overhead compared to fully sharded Sharper and
BFT-Shard. This is because nodes in a coordinating shard need to store additional cross-region scheduling data, and high
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Fig. 5. Comparison of cross-region data retrieval performance with the number of nodes. *(a) Throughput (b) Latency

throughput means more data needs to be stored. As the number of coordinating shards increases, the computational
pressure of cross-region scheduling is shared among multiple coordinating shards, which reduces the storage overhead
required by the nodes.

To analyze the performance bottleneck of the single-chain system, we conduct experiments measuring data query
throughput at different user and client node sizes while maintaining a fixed sending rate of 500 TPS. The results are then
compared with Co-Sharding, as depicted in Fig 4. The test results reveal a significant performance drop in the single-
chain system when the number of nodes reaches 100. In contrast, Co-Sharding demonstrates substantial performance
improvements, achieving approximately 10 times the throughput of the single-chain when the number of nodes reaches
180. Additionally, Co-Sharding exhibits only one-third of the latency compared to the single-chain. Furthermore, due to
optimized cross-region scheduling, Co-Sharding outperforms BFT-Shard in terms of overall performance.

Two cross-ledger approaches used in BFT-Shard and Sharper are also reproduced in the experiments on the Hy-
perledger Fabric platform and applied to the cross-region scheduling scenario in this paper. The former handles
cross-sharding transactions through an independent reference committee, consisting of a set of randomly selected
nodes not included in each regional shard. The latter is a cross-sharding approach under complete sharding, i.e.,
Manuscript submitted to ACM
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Fig. 6. Comparison of performance with the number of nodes in coordinating shard.

regional shards communicate among themselves to handle cross-region scheduling. In the implementation process,
we realize cross-sharding interaction under complete sharding by introducing the Pubsub platform to deploy relevant
splitting channels. In the comparison process, Co-Sharding and Sharper deploy six regional shards, where Co-Sharding
additionally establishes three coordinating shards consisting of regional service organization nodes to realize parallel
querying across ledgers. The comparison results are shown in Fig. 5. The results show that the cross-ledger data query
performance of Co-Sharding outperforms the other two approaches in terms of performance. Although Sharper performs
similarly to Co-Sharding at low send rate, its implementation process is more complicated. Due to the introduction of
Pubsub, the complexity of the system increases, and the requirements for hardware equipment conditions are higher.
Its performance is weaker when the send rate is increased. Meanwhile, the method adopted by BFT-Shard has similar
performance results with the scheme proposed in this paper using a single coordinating shard. This similarity arises
mainly because the experimental environments and hardware devices of the schemes are similar, and the cross-shard
computation method is based on a single shard.

To verify the effectiveness of building coordinating shards through nodes shared with regional shards, we verify the
transaction execution efficiency of coordinating shards and compare it with the solution of coordinating shards built
through independent nodes, the result is shown in Fig. 6. First, we adopt the Co-Sharding scheme to select multiple
nodes from each region to join a coordinating shard, and then construct a coordinating shard consisting of independent
(not belonging to any region) nodes as a comparison scheme. We then evaluate the performance by varying its internal
node count. As can be seen from figure 6, the shared node can read regional data locally, avoiding the additional
cross-ledger data retrieval computational overhead required by independent nodes, so the throughput and latency
perform better as the number of nodes increases. It can also be seen from Fig. 6 that as the number of nodes increases,
the performance will become worse and worse. This is mainly due to the large communication overhead of PBFT used
in the coordinating shard. When the network conditions are poor, there may even be a crash when the number of nodes
is about 100. Therefore, its consensus method can be improved in the future to achieve better scalability.

To verify the scheduling enhancement effect on scheduling time and resource utilization after cross-region scheduling,
a smart contract for scheduling agricultural machines is created and deployed in Co-Sharding by combining it with the
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Table 1. Comparison results of Co-sharding and centralized scheduling scheme.

Number of
tasks

Co-Sharding for cross-region scheduling Centralized intra-region scheduling Utilization
improvement rate/%Average time of

algorithm running/s Utilization rate/% Average time of
algorithm running/s Utilization rate/%

8 2.344 74 1.569 55 34.5

12 2.503 81 1.692 62 30.6

16 2.655 92 2.067 73 26.0
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Fig. 7. Comparison of scheduling time.

NNIA multi-objective optimization algorithm in six regions. The running time of the contract and the utilization rate of
the agricultural machines after generating the policy are tested in the experiments and compared with the centralized
intra-region scheduling model that achieved good results in intra-region scheduling [14] (see Table 1). Although
Co-Sharding has a longer execution time for the smart contract-based scheduling model and algorithm compared to
the centralized scheme, the utilization rate of machinery in Co-Sharding-based cross-region fusion scheduling is high,
especially when the number of tasks is small. This also proves the advantage of cross-region scheduling for resource
utilization. In addition, we test the scheduling time when the number of tasks varies in real scenarios and compared it
with traditional scheduling within a sub-region, as shown in Fig. 6. In this case, we assume 15 minutes of operating time
per 600 square meters of field and 30 minutes per kilometer of farm machinery. The results show that when the number
of tasks increases, the subsequent tasks must wait for the end of the previous tasks before they can be performed due
to the limited number of farm machines within the region. On the contrary, when executing the Co-Sharding-based
scheduling strategy, the sub-region can utilize the farm machines in other regions at any time, so the scheduling time
decreases and becomes more significant as the number of tasks increases. The baseline in the figure represents the
actual distance traveled as well as the operating time. Thus, based on the baseline, intra-region scheduling requires
longer waiting times.

In summary, the conducted experiments show the effectiveness of Co-Sharding in improving blockchain scalability.
Comparative tests reveal that Co-Sharding optimizes cross-region scheduling and enhances data query throughput.
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It is important to note that the current experiments are conducted only in two regions, which introduces certain
limitations to the comparative performance results. If the number of regions increases, the presence of shared nodes in
the coordinating shard would theoretically offer even greater advantages by avoiding multiple rounds of consensus
across various regions, thus further enhancing the performance metrics.

5 CONCLUSION

In this paper, we introduce Co-Sharding, a novel approach designed to enhance data processing performance and ledger
storage capacity in LIoT applications through sharding techniques. In this scheme, Co-Sharding treats the ledgers
maintained by Sub-IoTs in different regions as individual shards within the overall LIoT ledger. Each region elects
management nodes to maintain a coordinating shard, responsible for managing cross-regional communication and data
interactions. Additionally, consistency among the regional shards is guaranteed by a coordinating-shard-driven Two-
Phase Commit (2PC) protocol. We then proceed to implement Co-Sharding within the HyperLedger Fabric framework
and propose a cross-region scheduling strategy based on a multi-shard multi-objective optimization algorithm. Our
experiments involve a cross-region agricultural machinery IoT management system utilizing real operational data. The
comparative results demonstrate the benefits of Co-Sharding: it increases machine utilization by approximately 30% with
12 tasks and reduces scheduling time by around 18% compared to intra-sub-region scheduling. Moreover, compared
to a single chain, Co-Sharding reduces the storage capacity required for each regional light node by about 39% while
improving data query throughput by roughly 1.5 times. In future work, we will explore improving the communication
overhead of consensus methods in the coordinating shard and implementing our prototype system in multiple regions.
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