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ABSTRACT

Both minimum night flow (MNF) and pipe failures are common ways of understanding leakage within water distribution networks (WDNS).
This article takes a data-driven approach and applies linear models, random forests, and neural networks to MNF and pipe failure prediction.
First, models are trained to estimate the historic average MNF for over 800 real-world DMAs from the UK. Features for this problem are con-
structed from pipe records which detail the length, diameter, volume, age, material, and nhumber of customer connections of each pipe. The
results show that 65% of the variation in historic average MNF can be explained using these factors alone. Second, a novel method is pro-
posed to deconstruct the models’ predictions into a leakage contribution score (LCS), estimating how each individual pipe in a DMA has
contributed to the MNF. In order to validate this novel approach, the LCS values are used to classify pipes based on historic pipe failure
and are compared against models directly trained for this. The results show that the LCS performs well at this task, achieving an AUC of
0.71. In addition, it is shown that both LCS and directly trained models agree in many cases on an example real-world DMA.
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HIGHLIGHTS

® The use of explainable machine learning to estimate the ranked contribution of individual pipes to leakage based on minimum night flow
measurements.

® The validation of the previous against machine learning models that were trained to classify pipe failures.

® Achieving the above using historic pipe asset data on real-world DMAS.

® Achieving the above in a way that such models are easily applicable to/for real-world DMAS.

This is an Open Access article distributed under the terms of the Creative Commons Attribution Licence (CC BY 4.0), which permits copying, adaptation and
redistribution, provided the original work is properly cited (http://creativecommons.org/licenses/by/4.0/).
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1. INTRODUCTION

Leakage is an important challenge within the water industry and has an economic, environmental, and sustainability impact
(Puust et al. 2010). According to Ofwat, the UK regulator for the water industry, around 3 bn litres of water were lost to leaks
every day across the UK in 2021 (Ofwat 2021). This translates to around 20% of clean water that is produced being lost to
leakage (Farrow ef al. 2017). These losses necessitate the production and transport of more clean water, increasing pumping
and treatment costs. This carries an economic cost for companies as well as customers, in addition to increasing energy con-
sumption and greenhouse gas emissions.

In the UK, to help understand and combat leakage, water distribution networks (WDNs) are subdivided into smaller dis-
trict metered areas (DMAs) and flow meters are used to monitor the water input and output of DMAs (Romano 2021). The
total difference between incoming water and outgoing water in a DMA is the total demand or consumption of water, which
will include legitimate consumer demand as well as leakage. Minimum night flow (MNF) is the lowest flow rate during the
night, usually between 12 am and 4 am, and is a commonly used proxy for estimating and analysing leakage in the industry
(Farley & Trow 2005). The MNF approximates leakage under the assumption that legitimate water usage is lowest at night,
and therefore, most of the water usage measured during this period is leakage. In the UK, MNF analysis is the most common
form of leakage assessment (Farrow ef al. 2017).

An alternative way of understanding leakage is to study known cases of historic leaks and bursts, i.e., pipe failures. This
relies on the records of utility companies regarding engineering work carried out on the infrastructure. In this article,
cases of leaks and bursts indicated by records of engineering work are called historic work orders (HWOs), to include
any form of maintenance that involves a leakage component. The term HWO is preferred here over pipe failure to emphasise
the importance and prevalence of smaller leaks and the proactive maintenance that water utility companies carry out in order
to address existing leakage, rather than focusing on emergent bursts alone.

Explainable artificial intelligence (XAI) provides insight into the relationships between input features and outputs, further-
ing understanding of the problem itself and the factors that impact leakage the most. For water companies, this means
additional factors can be considered, or better understood, when deciding on actions, company policies, and management.
Therefore, XAl is important for water companies because it can support better decision making about leakage mitigation
methods to implement and areas on which to focus resources. This does not mean that non-explainable methods should
never be used, only that non-explainable methods should not be used without explanation. However, as this paper will
demonstrate, explainability can also be leveraged to improve the capabilities of the model and to estimate a contribution
score of individual pipes to MNF.

In real-world DMAs, there are numerous factors that affect the total amount of leakage. Pressure, pipe age, pipe material,
weather conditions, soil conditions, time of year, and pipe condition are some commonly described factors among many
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others (O’Day 1982; Boxall ef al. 2007; Barton et al. 2019). Many of these factors are chiefly of concern when considering bursts
and the extent to which they affect background and unreported leakage is uncertain. In this article, only the physical properties
of pipes are considered. This constitutes the simplest version of the problem and is reliant on data that is widely available for
most water companies and is thus generalisable to many types of systems around the UK and even globally. This article takes a
data-driven approach to predicting both historic average MNF and HWOs and proposes a novel method for approaching both
problems with a single model which does not require pressure or flow estimations typically provided from a calibrated hydraulic
model that are not always available for many DMAs. A linear regression model, which is trained to predict the historic average
MNF, is used to predict HWOs by creating a leakage contribution score (LCS) which indicates the effect an individual pipe has
on the MINF. The LCS models are compared to other models which are trained to predict HWOs directly.

2. LITERATURE REVIEW

Pipe failure records and MNF are widely used in the literature to understand leakage. However, these are not often studied
together. For many reasons, one is usually chosen over the other. More weight is often given to investigating bursts due to
them being singular events which can severely impact customer service. Although not trivial, it is relatively easy for a
human to spot a potential burst from pressure or flow data. While bursts are important, unreported and background leaks
can also account for a significant proportion of leakage (Farley & Trow 2005). These types of leaks tend to go undetected
for significant periods of time, with some potentially going undetected until the infrastructure is replaced or repaired, usually
for some other reason. These types of leaks can also increase in severity over time and in some cases eventually lead to a
burst.

There are many studies that use flow data, sometimes only during the MNF period, in order to detect anomalies. Examples
such as Mounce & Boxall (2010), Romano ef al. (2014), and Farah & Shahrour (2017), among many others, use a variety of
methods (both statistical and machine learning) to analyse time series data. However, many studies using this approach are
focused specifically on bursts (Wan et al. 2022).

Studies that focus more broadly on leakage often look at longer periods of time. In addition, the prediction of leakage levels
or similar metrics often includes features about some of the important factors previously mentioned that are not considered in
this article: pressure, weather, time of year, etc. The rate of leakage is estimated by Jang ef al. (2018) and Jang & Choi (2017,
2018) in a case study of over 150 DMAs from a city in South Korea. These studies used neural networks to estimate the leak-
age ratio (between legitimate demand and leakage demand) of DMAs. The studies found that pipe length was the most
important factor by far. However, the overall accuracy of the models was low, potentially due to the limited number of
samples.

Leakage rates were predicted by Kiziloz (2021) using neural networks. In this study, average pressure was used to allow 67
DMAs to have different predictions for different months, i.e., treating each month DMA combination as a different sample.
However, the data were split randomly into training and test sets, meaning that the training set is likely to have had at least
one example from each DMA. As a result, the task may have been better interpreted as predicting the leakage rates of differ-
ent months for different DMAs. Despite this, the study reported an R? of 0.86 for the largest neural network which had a
single layer of 30 neurons.

Alkasseh et al. (2013) used linear regression to predict the average MNF of 30 DMAs using the number of customer con-
nections, total pipe length, length-weighted mean age, and mean pressure. The results showed an R? of 0.713 and the features
and coefficients were then analysed statistically.

Finally, in a previous article (Hayslep et al. 2023), the authors used genetic programming (GP) to create a small optimal set
of features for the historic average MNF prediction problem. The aim of this work was to create a set of explainable DMA-
level features to estimate the historic average MNF. A multi-objective multi-gene GP approach was taken to evolve a set of up
to nine features while minimising total tree size and maximising R The results found that five features — corresponding to
sum pipe length, sum plastic pipe age, sum non-metal pipe diameter, max age, and min diameter (inversely) - could account
for 65% of the variation in historic average MNF between different DMAs. These features are used in Sections 4.2 and 4.3 for
comparison and are referred to as evolved equations.

2.1. Pipe failure

Most research on burst/leak localisation and pinpointing seeks to understand these pipe failures using temporal data
(Romano 2021). The use of flow or pressure time series is common (Wan et al. 2022), both with real-world and simulated
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case studies. There is significant research on the topic of optimal sensor placement (Romano 2021), which improves the infor-
mation contained within the flow and/or pressure signals, allowing more accurate detection and pinpointing. These
approaches focus on understanding WDNSs as hydraulic systems and therefore often employ simulations as case studies.
The use of simulations brings with it many assumptions and simplifications, but in studies using real-world data there is
also often an implicit assumption that DMAs are under ‘normal operation’ outside of detected anomalies (Wan et al. 2022).

Instead, many studies have sought to understand why failures happen, which indirectly helps to understand how to localise
and pinpoint leaks/bursts. Boxall ef al. (2007) used a Poisson generalized linear model (GLM) to estimate the burst rate of
pipes based on diameter, length, and age. Two datasets were split based on which of two materials (cast iron or asbestos
cement) the pipes were made of, for a total of four different models. The resulting models were analysed and discussed to
give insight into the factors that affect bursts and a further analysis considering soil conditions (corrosivity and shrink/
swell) was also undertaken.

Pipe deterioration is modelled by Berardi et al. (2008) using evolutionary polynomial regression (EPR). Pipes from 48
DMAs are separated into three groups based on age and diameter criteria. Additional aggregated features are calculated
for each of these groups and EPR is used to describe the relationship between the total number of pipe bursts for each
group and its features. An R? of 0.822 is achieved using age, total group length, and diameter. Another model found an
R? of 0.550 with the number of property connections as the only feature.

Kakoudakis et al. (2017) also used EPR to predict pipe bursts in a real-world case study. Pipes were grouped based on diameter,
age, and soil type. A separate EPR model for each group was developed to predict the total number of failures based on total
length, diameter, and age. The best set of models achieved an R? of over 0.85. However, by grouping the pipes together, predic-
tions are made for the entire group of pipes. This is based on the assumption that homogeneous pipes have the same failure rate.

Giraldo-Gonzélez & Rodriguez (2020) compare various statistical and machine learning models that predict pipe failure in
a case study of a densely populated area. The authors consider numerous factors including the number of previous failures,
valves, weather, and soil as well as pipe age, length, and diameter. The statistical models perform a failure rate prediction with
the pipes clustered into groups based on length, age, and diameter. The machine learning models perform a classification task
with separate models trained for the two different materials studied and the authors showed good results when including
environmental and operational factors.

Liu et al. (2022) used random forest and logistic regression for pipe failure prediction as a classification problem. The
authors compare sampling methods to address the class imbalance of pipes with and without failures. The results suggest
that random forest performs better than logistic regression, and that the most important factors of those considered are
length and diameter.

These studies further our understanding of pipe failures and why they happen, and, using that knowledge, attempt to under-
stand where pipe failures are likely to happen. These approaches have found success at predicting pipe failures even when
they do not directly consider flow, pressure, or any other environmental or operational factors.

3. METHODS

The aim of this article is to demonstrate a novel method for decomposing DMA-level predictions of MNF into an LCS which
can be used to rank pipes by their effect on the MINF. This novel method has two requirements: an explainable model for
estimating MINF and a set of DMA-level features which are calculated from pipe-level features. This results in a pipe-level
LCS which is validated in a classification task for pipe failures. This article builds on previous studies and leverages a
large dataset to not only understand pipe failures (or HWOs in this article) but to also understand MNF with the same
model, by utilising the LCS. This is accomplished by treating MNF as a measure of leakage, in the same way that HWOs
are a measure of pipe failures, and by predicting MNF in a regression task. Ideally, this would be accomplished by knowing
the MNF of each individual pipe, then the relationships between pipe characteristics and MNF could be learned. However,
the resolution of available MINF data is too low for this to be possible because MNF data is only known at the DMA-level.
Therefore, the first part of this article trains a linear regression model to predict the historic average MINF of DMAs using the
aggregated features of pipes. In the second part, the linear regression model is decomposed, exploiting the knowledge of how
the features were constructed and the coefficients of the linear model, to create the LCS for each pipe, which corresponds to
how much that pipe contributes to the MNF. In the final part of this article, the LCS is validated by using it to predict HWOs
(since there is no pipe-level MNF data).
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The dataset covers 806 DMAs in the UK. Together, these DMAs represent over 12 million metres of pipe, ranging from
dense urban networks to large sparse rural networks. The dataset consists of over 290,000 pipe records detailing the
DMA, length, diameter, volume (calculated from length and diameter), age, material (grouped into ‘metal’, ‘plastic’, and
‘other’), and an estimation of number of customers connections (based on distance to the pipe). As has been consistently
noted in the literature, pressure is also an important factor for leakage. Unfortunately, this data was unavailable for this data-
set, and so it is not included in this work.

Historic daily MNF records cover the year 2022 for each DMA. On average, each DMA has 328 MNF records for this
period. The prediction target for the MNF prediction problem in this article is the average MNF of each DMA for this
entire period. Therefore, this is a regression problem rather than a time-series prediction problem. This simplification is
required because the predictor features do not vary with time. The model is tested on DMAs that are not seen during training.
For this purpose, the full dataset of 806 DMAs is randomly split into a training set, consisting of 70% of DMAs, and a test set,
consisting of the remaining 30% of DMAs. The test set is used only for final evaluation of the models.

HWOs also cover 2022 with nearly 19,000 records. Of all field work that water companies undertake, HWOs are a subset
defined as having a water loss component, measured in equivalent service pipe bursts (ESPBs) (Lambert & Morrison 1996).
Each HWO has a GIS location. Using this location, each HWO is assigned to the nearest pipe in the dataset using a k-d
tree (Bentley 1975). If there are no pipes within 50 m of the HWO, then it is discarded. This approach has some drawbacks.
For example, in cases where work is done on a junction which might involve several leaking pipes, the HWO is only assigned
to one. This could be overcome by associating each HWO with the pipes in a defined radius in addition to the nearest neighbour
search. However, this article uses the nearest neighbour approach because it is both straightforward to implement and under-
stand. In this article, this problem is approached as a classification problem, where the positive class consists of pipes that had at
least one HWO during 2022 and the negative class consists of every pipe that did not have an HWO during this period. The
resulting dataset contains nearly 11,000 pipes in the positive class (with HWOs) resulting in an HWO rate of 3.7% over all pipes.

This work is divided into three parts: (1) the prediction of historic average MNF, (2) the calculation of the novel LCS, and
(3) using the LCS to predict HWOs. This article takes an explainable AI approach to the prediction of historic average MNF
and HWOs. In all tasks and for all models, the features are scaled using the mean and standard deviation during pre-proces-
sing; the specific value for the mean and standard deviation is found on the training set of the models in order to prevent the
leaking of information on the test set back to the model. Figure 1 shows the overall methodology and process followed in this
article. Specifics of the MINF prediction, LCS calculation and HWO prediction follow in Sections 3.1-3.3, respectively.

3.1. MNF prediction

Pipe-level features are combined with different aggregation and filtering methods to create 240 DMA-level features. Four
aggregation methods are used: sum, max, min, and mean. These are combined with the numerical pipe-level features (age,
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Figure 1 | A simplified scheme for the overall methodology.

Downloaded from http://iwaponline.com/jh/article-pdf/26/7/1490/1454656/jh0261490.pdf

bv auest



Journal of Hydroinformatics Vol 26 No 7, 1495

length, diameter, volume, and number of customer connections) to create features such as ‘max age’ or ‘min diameter’.
Additional features are created by filtering for pipes of a specific material (metal, plastic, and other), creating features such
as ‘sum metal length’ or ‘max plastic age’. Finally, two filter functions, argmax and argmin, are used to create combinatorial
features where the value of one pipe-level feature is used as a filter. This creates features such as ‘sum length of argmin diam-
eter’ which represents the total length of all pipes with the minimum diameter in this DMA. The argmin and argmax are
calculated with regard to the pipes within a DMA, rather than across all DMAs. Figure 2 shows pseudocode for the feature
creation process. The aim of these features is to represent various relationships within the pipe-level data for each DMA and
this method creates 240 DMA-level features, resulting in high-dimensional data.

This section tackles the same problem as Hayslep ef al. (2023) but without using GP. This is done to emphasise that the novel
aspect of this work (covered in Section 3.2) can be applied to any DMA-level feature calculated from pipe-level features, evolved
by GP or otherwise. Therefore, this article will apply the novel LCS method to two different sets of features that describe the
same dataset for comparison. Sections 3.1 and 4.1 detail the methods and results for the features described above.

The accuracy of the MINF prediction model reveals how much of the variation in leakage between different DMAs can be
solely attributed to the physical properties of the pipes. Three different regression methods are shown: linear regression via
elastic net, random forest, and neural networks. However, as will be seen in the next section, the linear regression model is
the most important, as the LCS is calculated using the coefficients of the model. The other, non-linear, models are shown for
comparison.

The elastic net (Zou & Hastie 2005) method is used to train a linear model. This method is especially useful in this case
because there are many groups of correlated features. While other linear regression methods, such as Ridge or Lasso, might
select only one of a group of correlated features to assign importance to, elastic net will instead spread that importance among
the group (Zou & Hastie 2005). This improves the robustness of the model. The elastic net method achieves this by using both
I, regularisation - a penalty to the magnitude of coefficients — and I, regularisation — a penalty to the number of non-zero
coefficients. These penalties are applied to the objective function, which minimises the error of the linear model, so that a
better set of coefficients can be found (Zou & Hastie 2005).

Random forests (Breiman 2001) are also used to train an ensemble of decision trees which linearly splits different features
at a series of thresholds. The resulting prediction of each decision tree is then averaged. The random forest method is a simple,

Input: set of numerical features N,

set of materials in M,

set of aggregation functions F,

set of filter functions G
Output: set of functions Y that when input with pipe records for a DMA
x, construct the feature for that DMA

for each numerical feature n in N do
for each aggregation function f in F do
Y« f(n x)
for each material m in M do
let x,, be the set of pipe records with the material m
Y« f(n, xm)
for each numerical feature n’ in N do
for each filter function g in G do
if n#n’ then
Y« f(n, g(n',x))
return Y

Figure 2 | Pseudocode for the feature creation process. In this case, the numerical features are length, diameter, volume, age, and number
of customer connections, the materials are ‘metal’, ‘plastic’, and ‘other’, the aggregation functions are sum, mean, min, and max, and the
filter functions are argmax and argmin.
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efficient, and effective method and has been demonstrated to perform well in numerous fields and problems, including
leakage.

Finally, neural networks are also examined (Bishop 1995). Neural networks are black-box methods, meaning that it is dif-
ficult to understand how predictions are being made. Despite this, neural networks have also seen wide use and success in
numerous fields and problems, including leakage. In this article, feed-forward neural networks are used and trained via back-
propagation. Various configurations, numbers of hidden layers and hidden neurons in each layer, are shown to demonstrate
different levels of complexity. In this article, dropout (Srivastava et al. 2014) is used to prevent overfitting, or more specifi-
cally, to prevent overfitting from reducing test accuracy. This works by randomly disabling hidden neurons during training
which results in increased robustness in the model.

For all models, the hyperparameters were chosen after a period of trial and error using grid search and k-fold cross-vali-
dation. As previously discussed, the elastic net linear model is the most important because it exposes coefficients, which
are needed to calculate the LCS.

3.2. Decomposition to pipe-level LCS

The LCS is a numerical value that, in relation to the LCS value of other pipes, represents a particular pipe’s contribution to
the leakage of a DMA, as measured by the MNF in this case. In order to create LCSs for the pipes in this dataset, this article
uses three pieces of data:

1. Coefficients of a linear model (trained to predict MNF).
2. Feature values for a DMA (as the trained model would see them, i.e., after pre-processing).
3. The contribution of a pipe to a particular feature. This can be calculated using:

a. Pipe dataset (length, age, material, etc.) and
b. Knowledge of how all the features (that have non-zero coefficients) are calculated.

Together, parts 1 and 2 describe the relevance of different features (relative to different DMAs) to the MNF. Part 3 is the
proportion to which a pipe accounts for a feature value. For example, consider a feature which is the sum of all pipe lengths in
a DMA. Each pipe is responsible in proportion to its length. In a DMA with two pipes, pipe a with the length of 20 m, and
pipe b with the length of 80 m, pipes @ and b contribute 0.2 (20%) and 0.8 (80%) to the feature, respectively. All such features,
which are summations, are calculated this way. For all non-summation features (e.g., the maximum pipe age in a DMA), all
relevant pipes are given equal contribution, proportional to how many relevant pipes there are. Each pipe whose age is equal
to the maximum age is responsible in proportion to the number of pipes with the maximum age. In a DMA with three pipes: a
with age 8 years, b with age 10 years, and ¢ with age 10 years, pipe a contributes 0.0 (0%), pipe b 0.5 (50%), and pipe ¢ 0.5
(50%).

The LCS of a pipe 7, which is part of a DMA j, is calculated as follows:

LCS,’,‘ = Z fo,»frif (1)

fEF

where F denotes the set of all features, 3; is the coefficient of the linear model for a feature f, x; is the value of the feature f for
the DMA j, and r; is the contribution of the pipe i to the feature f. This equation is similar to the equation for the linear
regression model where the prediction of the target y is:

Vi=Bot+ D B @

fEF

where B, is the intercept of the linear model. Therefore, as r; is a proportion whose sum over j (the DMA) is equal to 1, it
follows that:

Yi—Bo=Y_ LCS;= Y Buy 3)

i€j feF
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Therefore, the LCS is an estimation of how each pipe contributes to the MNF (leakage). However, because of the resolution of
MNF data, the accuracy of this estimation cannot be directly assessed. In any case, because some of the coefficients of the linear
models are negative it is possible for the LCS of a pipe to be negative. Therefore, the LCS is an indication of how a pipe contrib-
utes to MNF, relative to the LCS of other pipes, rather than a concrete estimation of the severity of leakage from a pipe.

An LCS could be calculated from any model that uses coefficients and where the contribution of a pipe to a feature can be
assessed. An LCS may also be calculable for many equation-based methods such as EPR. In this article, two different models
are used: the elastic net-based model described here, as well as the equations found from a previous work using GP (Hayslep
et al. 2023) to find a minimal set of features. In order to validate the LCS and determine whether it is an effective measure, the
LCS is assessed as a way of predicting HWOs and is compared to models that were trained directly on that task. It should be
expected that the models trained directly on HWO prediction should perform better. However, the performance of the LCS
on this task, considering that it is a score of contribution to MNF, will demonstrate that the LCS is a useful measure. In
addition, the LCS is also useful in places without HWO data, as an alternative to predicting where leaks might be located.

3.3. HWO prediction

As previously discussed, the HWOs are associated with the nearest pipe within 50 m. The dataset covers the same period as the
MNF prediction (2022). In this article, HWO prediction is a classification task to determine whether a pipe was subject to an
HWO during this period or not. The models will be trained on a subset of pipes and tested on a different, unseen, subset of pipes.

The test-train split is done by using the same DMAs used in the MNF prediction. A pipe is in the HWO prediction training
set if it belongs to a DMA which was in the training set for the MINF prediction task. Therefore, the models for both MNF and
HWO prediction are trained on the same set of pipes. As a result, the different models and LCSs are directly comparable
because they have learned from the same set of pipes. The resulting training set consists of roughly 70% of all pipes in the
dataset. As previously discussed, the features for the pipe records are length, diameter, volume, age, material, and number
of customer connections. The material feature is converted into one-hot encodings (Albon 2018) of each material, i.e., sep-
arate ‘metal’, ‘plastic’, and ‘other’ features, the value of each being either 1 or 0 depending on the material of the pipe.
The one-hot encoded features are used for every model.

Around 3% of the pipes had an HWO in this period, creating an imbalanced classification task. Sample weighting is used to
deal with this problem. This approach weights the minority and majority classes according to their frequency in the dataset.
The weight is then used while calculating the error of different models to make up for the class imbalance.

Three different types of models are trained for this prediction task: logistic regression, random forest, and neural networks.
In order to directly compare the LCS based on the elastic net linear model described above, an elastic net is used as the linear
model for the logistic regression. As a result, when comparing the LCS and logistic regression model the main difference is the
approach: predicting MNF and calculating LCS or predicting HWOs. Both the underlying training data and model are essen-
tially the same.

Logistic regression using elastic net operates similarly to linear regression, except that the output of the linear model is used
to determine whether a sample is part of a particular class or not, i.e., linear regression is for regression while logistic
regression is for classification (Albon 2018). Broadly, the random forest and neural network models are described previously
in Section 3.1. The only difference is these models are used for classification, which mainly changes the error that is being
minimised in both cases, and the activation function of the output layer for the neural networks.

4. RESULTS AND DISCUSSION

This section details the results of each task in turn, starting with Section 4.1 covering historic average MNF prediction, then
Section 4.2 shows a comparison of the models used for the LCS, and finally, Section 4.3 covers the HWO prediction for differ-
ent models and comparison with the LCS.

4.1. MNF prediction

In order to compare the different models fairly, 5-fold cross-validation is used on the entire dataset (all 806 DMAs). The pur-
pose of using 5-fold cross-validation is to fairly demonstrate and compare the different models. The hyperparameters of the
different models were found after a period of trial and error using grid search. The average results from each fold of the 5-fold
cross-validation are shown in Table 1. This table shows that the elastic net method performs better than more complex
models. The elastic net methods also show less overfitting and have the best generalisation compared to the other models.
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Table 1 | Metrics for the 5-fold cross-validation

Mean Absolute

Percentage Error Mean Absolute Error Root Mean Square
R? (MAPE) (MAE) Error (RMSE)
Model Train Test Train Test Train Test Train Test
Elastic net 0.692 0.659 0.343 0.364 2.877 3.031 4.101 4297
Random forest 0.939 0.627 0.158 0.379 1.304 3.113 1.830 4.488
3 x 1,024, Sigmoid 0.942 0.514 0.188 0.395 1.295 3.517 1.784 5.139
3 x 512, ReLU 0.963 0.512 0.107 0.379 1.042 3.64 1.382 5.137
128, 64, 32, 16, ReLU 0.882 0.492 0.201 0.389 1.926 3.697 2.509 5.246
32, 16, LeakyReLU 0.808 0.577 0.254 0.374 2.323 3.383 3.237 4.780

This table shows the average of all folds. The best results in each test case are shown in bold. The last four rows show different neural network models and their architecture, with
the numbers indicating the number of hidden neurons (3 x 512 indicates three layers of 512 neurons) followed by the activation function used.

Due to the low number of samples (for a regression task), particularly during k-fold cross-validation, it is impractical to use
a validation set for early stopping of the training of the neural network. Instead, as previously discussed, dropout in combi-
nation with a low number of epochs is used to prevent overfitting (Srivastava et al. 2014). Specifically, this can prevent the test
accuracy from dropping while training. The large size of the neural networks considered allows for complex relationships
between the large number of features for this problem. However, the low testing accuracy of these models suggests such
relationships do not appear to be present, or are at least not beneficial to the problem, in this case.

The results of the random forest and neural networks are presented to demonstrate that more complex or non-linear models
do not have better testing accuracy than the simple linear model in this particular problem, although their training accuracies
are higher. The relatively high test accuracy of the linear model compared to the more complex and non-linear models may be
due in part to the combinatorial features created, which may extract many non-linear relationships from the data in a way that
the linear model can make the best use of. It is also clear that the more complex models experience significant overfitting.

Figure 3(a) shows the prediction of the elastic net linear model. Samples with a prediction < 10 account for 40.7% of all
samples and samples with a prediction of < 20 account for 91.4% of all samples. Figure 3(a) shows a handful of samples with
high observed values but lower predicted values and Figure 3(b) shows these points have a slightly above-average absolute
percentage error compared to the rest of the sample set. Further analysis has shown that these points whose observed
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Figure 3 | The elastic net linear model during 5-fold cross-validation, (a) predictions and observed values, with the dashed line showing the
line of no error, and (b) absolute percentage error of predictions, where the dashed line shows the mean absolute percentage error, i.e., the
MAPE, and the dotted line shows the median absolute percentage error. Predictions were recorded when each sample was in the test set.
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value is greater than 38 are all in the top 25% of DMAs with the most missing historic daily MNF records. The average
number of missing MINF records for this subset is 115. This suggests that these points are outliers due to the number of miss-
ing MNF records. However, when considering all of the DMAs, there is no overall trend between the number of missing
observations and the observed value or the prediction error.

As discussed in Sections 1 and 2, there are numerous factors that contribute to MNF, and MNF is made of both legitimate
demand and leakage. This article uses simple, static data to make predictions of historic MNF. However, the results suggest
that this is enough for reasonable accuracy. For a linear model, the R? can be interpreted as the percentage of variation that is
explained by the model, and therefore, the data. This means that over 65% of the variation between average MNFs of the
different DMAs in 2022 can be explained by a linear combination of the pipe records alone. In other words, 65% of the vari-
ation in historic MNF can be attributed to the physical pipe characteristics, without considering pressure. Considering that
MNF is not a perfect metric and will include some legitimate demand, this is a large amount of variation that can be explained
using readily available, static data. It is possible that, in aggregate, over the course of a full year, legitimate demand during the
MNF period becomes a predictable constant based solely on the number of customer connections in a DMA. Arguably, this
could suggest that a significant proportion of this variation is due to total customer demand rather than leakage. However,
using similar data and methods, but without customer connections as a feature, Hayslep et al. (2023) also found that 65% of
the variation between DMAs could be explained using just the length, age, diameter, and material of the pipes. Therefore, we
can conclude that either: (1) the number of customer connections is not relevant to the variation of average MNF between
DMAs as a measure of legitimate demand or (2) length, age, diameter, and material also encapsulates the same information
about legitimate demand that the number of customer connections does. Similarly, the same conclusions can be reached
when considering the number of customer connections as a measure of service pipe leakage; either it is not relevant, or
the other features encapsulate the same information.

Other studies, such as Berardi et al. (2008), Kakoudakis et al. (2017), Giraldo-Gonzalez & Rodriguez (2020), and Giraldo-
Gonzélez & Rodriguez (2020), which consider pipe failure, rather than MNF, have consistently found that length, age, and
diameter are important factors for predicting pipe failure. Therefore, it is logical that a related measure, such as MNF, would
share many of these factors. However, there is no ‘legitimate demand’ for pipe failure and pipe failure does not account for
background or unreported leakage as opposed to MNF which will include all these effects. This increases the uncertainty of
the MINF prediction problem and explains why the results shown in Table 1 are generally lower than those of the articles
referenced. However, it is difficult to directly compare the results of these works with the results shown here due to the differ-
ence in problem definition.

4.2. Decomposition to pipe-level LCS

The elastic net linear model used for the LCS is trained using a random subset of 70% of the DM As in the dataset, as described in
Section 3. The remaining 30% is used as the test set. The train-test split is the same for all models. The results are similar to those
shown in Table 1 which used 5-fold cross-validation. The evolved equations refer to the GP features (and subsequent linear
model) evolved in Hayslep et al. (2023). Therefore, this table shows the difference between two separate sets of features: (1)
the 240 DMA-level features constructed in this article and (2) the 5 evolved features from Hayslep ef al. (2023). Due to the
slight differences in data used between this article and Hayslep et al. (2023) the intercept of the equations from the latter is
refit using the training data, the coefficients remain as described in the previous article. Changing the intercept has no bearing
on the LCS and is purely for the comparison shown in Table 2. Note the better performance of both models on the test set, indi-
cating that the particular split used has placed many of the outliers shown in Figure 3 into the training set. It is uncertain whether
this is beneficial or detrimental to the performance of the LCS on the HWO prediction task. Both models are then used to

Table 2 | Metrics of the linear models used to calculate the LCS

R? MAPE MAE RMSE
Model Train Test Train Test Train Test Train Test
Elastic net 0.672 0.721 0.342 0.380 2.924 2.882 4218 3.944
Evolved equations 0.596 0.647 0.431 0.484 3.266 3.249 4.677 4.437

Metrics shown are for the MNF prediction task. The ‘evolved equations’ refer to those from Hayslep et al. (2023).
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calculate two different LCSs for comparison in the next section. As a result of this process, each pipe has an LCS value which
estimates its contribution to leakage. In the next section, the LCS values are validated by using them as an indication of how
likely a pipe was to have an HWO in the year 2022. Figure 5 visually shows the LCS values of an example DMA as well as
the predictions of the models presented in the next section. Note that the MAPE of these modes, shown in Table 2, is influenced
by the large percentage error, but small absolute error of DMAs with low historic average MNF.

4.3. HWO prediction

Table 3 shows the results of each model for the HWO prediction task. This table shows that the neural network with three
hidden layers of 512 neurons using ReLU activation performed the best according to AUC, with the logistic regression per-
forming the worst according to AUC. However, according to the F1, the largest neural network performed the best with the
logistic regression coming second. Overall, the performance of each model is relatively close with no model outperforming
the other by a significant margin or in all metrics. It is possible that this demonstrates the skill ceiling of the particular data
and features being used for this task. As previously discussed, there are many factors that contribute to bursts and leakage,
many of which are not possible to consider here. Therefore, this may be close to the best possible results using these features,
with this particular definition of the problem. Nevertheless, the models show good accuracy at this task. A big challenge in
this kind of prediction, where the minority class is the positive class, is reducing the number of false positives, especially when
the number of true positives is very small in comparison. These results are comparable to previous studies on this problem.
Liu et al. (2022) achieved results in the range of 0.7211 and 0.8669 AUC for a random forest and logistic regression method
with different sampling methods to deal with the imbalanced classes. Tang ef al. (2019) achieved an AUC of 0.79 and 0.84 for
two different learning methods of Bayesian networks. Finally, Debdn ef al. (2010) achieved an AUC of 0.8278 for a GLM.
While it is difficult to undertake a direct comparison due to the differences in datasets, these results show that the directly
trained models shown here perform similarly compared with other studies.

Figure 4 shows Receiver Operating Characteristic (ROC) curves, which visualises the performance of different models.
Specifically, the ROC curve shows the true positive and false positive rates at different thresholds. For the models trained
directly on the HWO prediction problem, the thresholds are the probabilities of predicting the positive class. For the LCS
models, the thresholds are the LCS values, whose calculation was described in Section 3.2. This allows comparison not
just at a single decision threshold, but across all decision thresholds. Figure 4(a) shows the models trained on the HWO
data and the LCS. This figure shows that the Logistic, Random Forest, and 3 x 512 ReLU have equivalent performance. In
addition, the other neural network models also have equivalent performance to the Logistic, Random Forest, and 3 x 512
ReLU, but are not shown for clarity. Figure 4(a) also shows that the LCS, considering that it is based on a model that was
trained to predict MNF, has reasonable accuracy, with the elastic net-based LCS achieving an AUC of 0.71 and the much
simpler evolved equation-based LCS achieving an AUC of 0.69. While clearly less effective than the directly trained
models, the LCS method is able to create similarly accurate predictions, without ever having been trained on HWOs.

At a false positive rate of around 0.09, the ROC curves of the elastic net based and evolved equation-based LCSs cross over,
as can be seen in Figure 4(b). For thresholds lower than this, the evolved equation-based LCS is superior, though only by a
slim margin. However, considering the imbalance of the classes and an understandable preference to reduce false positives in

Table 3 | Metrics for the different models for HWO prediction

F1 Accuracy Log Loss AuC

Model Train Test Train Test Train Test Train Test

Logistic (Elastic net) 0.204 0.210 0.803 0.804 0.5436 0.5439 0.8179 0.8174
Random forest 0.212 0.198 0.772 0.771 0.4530 0.5148 0.8709 0.8295
3 x 1,024, Sigmoid 0.212 0.218 0.814 0.817 0.5365 0.5395 0.8293 0.8296
3 x 512, ReLU 0.170 0.176 0.700 0.706 0.5134 0.5109 0.8279 0.8297
128, 64, 32, 16, ReLU 0.183 0.190 0.741 0.749 0.5081 0.5113 0.8320 0.8295
32, 16 LeakyReLU 0.177 0.184 0.722 0.727 0.5087 0.5110 0.8396 0.8288

The best results in each test case are shown in bold. The last four rows show different neural network models and their architecture.
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Figure 4 | ROC curves for work order prediction on the test set using trained models. (a) The entire ROC curve while (b) shows only the
segment where the false positive rate is less than 0.1.

this kind of problem, this is the most important area of the ROC curve. With an HWO rate of 3.7%, a false positive rate of 0.1
would mean more than 2.5 times as many false positives as all true cases. This is one of the primary hurdles for methods such
as these to be used in the real world.

The equation of the underlying linear model of the logistic regression for a pipe i is:

yi =0.5755l; — 0.2123d; — 0.0619v; + 0.6975¢; + 0.2740a; — 0.0236m1; + 0.0129p; @
+0.01750; — 0.5388

where [; is the length, d; is the diameter, v; is the volume, ¢; is the number of customer connections, g; is the age, and finally,
m;, pi, and o; are 1 if the pipe is metal, plastic, or other, respectively, for a pipe i, and 0 otherwise. This equation broadly aligns
with other research in this area such as Boxall ef al. (2007), Barton ef al. (2019), and Berardi et al. (2008) demonstrating: (1)
the inverse relationship between diameter and HWOs (Berardi et al. 2008), (2) the positive relationship between length and
HWOs, which has been suggested to be non-linear (Boxall et al. 2007), (3) the positive relationship between customer con-
nections and HWOs (Berardi et al. 2008), which could be a proxy for the total length of supply pipes, which tend to have a
smaller diameter, and (4) the relationship between age and HWOs, which here is shown to be simply positive, but has been
shown to be more complex and to depend on other factors such as material and environmental conditions (Boxall et al. 2007;
Barton et al. 2019). However, the relatively low importance of material does contrast with the aforementioned articles. It has
been suggested that the effects of material are both seasonal and weather dependant (Boxall ef al. 2007; Barton ef al. 2019).
Therefore, it is possible that because the study period is an entire year, these effects have been factored out.

Figure 5 shows an example DMA from the test set and the prediction probability or LCS for each of the models shown in
Figure 4. This figure shows some level of agreement between the different models, as demonstrated by the labelled points A
and B. This is particularly interesting considering the LCS-based approach is based on models that are trained to predict aver-
age MNF. This may be evidence of the importance of background and unreported leakage (as measured by the MNF) to the
occurrence of bursts and leaks (as measured by HWOs).

The purpose of the LCS is to understand how much individual pipes contribute to leakage. The results in this section
suggest that this is a valid approach. There is a difference between predicting HWOs and historic leakage. However, as
shown in this section, the LCS is still able to show good results, and on inspection of the example DMA in Figure 5,
shows that the LCS models and the prediction models agree on many occasions. Overall, these results validate the LCS as
a sound concept while also validating the particular implementation of it in this article.

The results in this article, for both tasks, are for the year 2022. The same features are likely to be able to explain a similar
amount of variation in any other year, or combination of years. For example, Hayslep ef al. (2023) used data covering 2018-
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Figure 5 | Example of a real-world DMA from the test set with pipes coloured according to each model’s prediction. (a, b) The different LCS-
based methods. (c, e, and f) The prediction probability of each regression model. Finally, (d) the true class of each pipe. Labels A and B show
two pipes which all models agree have a high likelihood of having an HWO, A shows correct agreement, while B shows an incorrect
agreement. The histogram shows the number of pipes along the probability, LCS, or class axis. The LCS in (a) and (b) is clipped between 0 and
0.1 to show the main distribution in more detail. Points outside this range are in the first and last bins of the histogram, respectively.

2022 and explained a similar amount of variation. However, the importance of each feature might vary between different
periods, and this may encapsulate some information about changes in environmental or operational conditions. Future
work will examine the extent of this variation.
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As previously discussed, each HWO is assigned to the nearest pipe within 50 m, meaning each HWO is associated with a
maximum of one pipe, and as discussed in Section 3.3, this is a classification task for whether or not a pipe had an HWO in
2022. As a result, near-misses where, for example, a pipe that is within 1 m of an HWO, but is not the closest pipe, counts as a
false positive if labelled positive by the model. In reality, such pipes may have been involved in the HWO. Such cases may
overly penalise the LCS which has never seen the particular delineation of HWO onto pipes that was chosen in this article.
Figure 5 shows such a case, where pipes with a high LCS are adjacent to pipes with a high number of work orders. Depending
on how common an occurrence this is, the performance of the LCS (which is based on MNF prediction) at predicting HWO
may be better than illustrated here.

Another limitation is that, due to the way in which the LCS is validated by using ROC curves, only the ordering of the pipes
by their LCS values is assessed. Although this is also true for the prediction probability, it means that there is no evidence,
using this particular analysis, that the actual values or magnitudes of the LCSs have any particular meaning outside of how
they order a collection of pipes. Future work will attempt to address this limitation. Despite this issue, the LCS provides a
good prediction of HWOs, especially considering that the models used to calculate it were trained to predict historic average
MNF. This may raise additional possibilities about the potential uses of transfer learning, especially considering that MNF is
much more commonly available, even in DMAs where there might be no HWOs to study otherwise. Future work could also
replace the linear regression with a non-linear method such as EPR.

5. CONCLUSIONS

This article has trained models to predict two different measures of historic leakage: average MINF and HWOs. The regression
models showed good R? for the MNF prediction task and show that a significant proportion of variation in historic average
MNF can be accounted with the pipe-based features used. Then by decomposing the model used to predict MNF, a numerical
value for each pipe’s contribution to leakage is calculated and named the LCS. To validate this score, it is compared against
models trained to predict the HWOs. The two different LCSs perform well at this task, as shown by their AUC metrics, and
the results validate the LCS as a useful tool for further understanding leakage and MNF. This approach could be especially
useful in cases where there is very little or no historic pipe failure data.

The work presented supports a broader approach to leakage by understanding both MNF and HWOs in the same context.
Both pipe failure and MNF are strongly linked to leakage, and therefore, each other. The concept of LCSs links these different
approaches to understanding leakage, through the use of explainable models. This article has also demonstrated the potential
of practical and applicable techniques for the water industry that are usable on a wide scale with data that is easily available to
water companies and without the installation of new sensors. By understanding leakage through MNF at the pipe-level, water
utility companies will be able to make better and more informed decisions on how and where to tackle leakage.
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