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Abstract

In this thesis, we study various problems involving moments of characteristic polyno-
mials of random matrices and also of L-functions over function fields.

In Chapter 3, we give an analytic proof of the asymptotic behaviour of the
moments of moments of characteristic polynomials over Sp(2N) and SO(2N). We
also discuss the analogous moments of moments of L-functions with symplectic or
orthogonal symmetry and relate these to the shifted moment conjectures of Conrey
et al. [CFK+05].

In Chapter 4, we study the joint moments of the derivatives of characteristic
polynomials over Sp(2N), SO(2N) and O−(2N). We obtain asymptotic formulae for
the integer moments over all three matrix ensembles, with two alternate expressions
for the leading order coefficients. Using our results, we are able to make conjectures
for the corresponding joint moments of derivatives for symplectic or orthogonal
families of L-functions.

Chapters 5 and 6 are on quadratic Dirichlet L-functions over function fields.
Specifically, in Chapter 5, we improve the error term in a theorem of Bui, Florea
and Keating [BFK23] which proves the Ratios Conjecture for these L-functions in
certain ranges of the parameters. Then, in Chapter 6, we compute the first and
second mollified moments of the quadratic L-functions. As an application, we obtain
non-vanishing results for the L-functions and their derivatives at the central point.

Finally, in Chapter 7 we compute an asymptotic formula for the mixed second
moment of derivatives of quadratic Dirichlet L-functions of prime conductor in the
function field setting. We also compare our result with that predicted by our random
matrix theory calculations in Chapter 4.
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Notation

Most of the notation used throughout will be introduced in Chapters 1 and 2 but we
list the most commonly used notation here.

Random matrix theory

X = (xi,j) An N ×N matrix.
XT = (xj,i) The transpose of the matrix X = (xi,j)

X† = (xj,i) The conjugate transpose of the matrix X = (xi,j)

IN The N ×N identity matrix.
U(N) The group of N ×N unitary matrices.
Sp(2N) The group of 2N × 2N unitary symplectic matrices.
O(N) The group of N ×N orthogonal matrices.
SO(2N) The group of 2N × 2N orthogonal matrices with

determinant +1.
O−(2N) The set of 2N × 2N orthogonal matrices with

determinant −1.
ΛX(s) = det(I −X†s) The characteristic polynomial of a unitary matrix X.

dX The Haar measure on the matrix ensemble U(N),
Sp(2N), SO(2N) or O−(2N).

iv



Analysis

O f(x) = O(g(x)) if there exists a constant c > 0 such
that |f(x)| ≤ cg(x) for all x ≥ x0.

≪ f(x) ≪ g(x) if f(x) = O(g(x)).
o f(x) = o(g(x)) if limx→∞

f(x)
g(x)

= 0.
∼ f(x) ∼ g(x) if limx→∞

f(x)
g(x)

= 1.
≍ f(x) ≍ g(x) if both f(x) ≪ g(x) and g(x) ≪ f(x) holds.∮

An integral over a closed contour.∫
(c)

An integral along the line Re(s) = c.

Number theory over function fields

Fq A finite field with q elements.
F∗
q The multiplicative group of Fq.

Fq[t] The polynomial ring over Fq.
Fq(t) The rational function field over Fq.
d(f) The degree of a polynomial f ∈ Fq[t].
|f | |f | = qd(f), the norm of f ∈ Fq[t].
M The set of monic polynomials in Fq[t].
Hn The set of monic, square-free polynomials of degree

n in Fq[t].
Pn The set of monic irreducible polynomials of degree n in Fq[t].
µ(f) The Möbius function on Fq[t].
φ(f) The Euler-Totient function on Fq[t].
τk(f) The number of ways of writing the polynomial f

as a product of k factors.
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Chapter 1

Introduction

The central theme of this thesis is the link between random matrix theory and
analytic number theory. The core idea underpinning the connection between the two
topics is the belief that the zeros of the Riemann zeta function and other L-functions
are distributed like the eigenvalues of random matrices from one of the classical
compact groups. There is a growing wealth of evidence to support this belief and
modelling L-functions by the characteristic polynomials of random matrices has
proven an invaluable technique for furthering our understanding on the number
theory side.

It is often the case that for a difficult problem involving L-functions, the analogous
problem for characteristic polynomials is more tractable. Thus, a common approach
for attacking these difficult problems is to first try to solve the corresponding random
matrix problem. This then gives us, even if at least only conjecturally, a better
understanding of the original problem and an idea of what we expect the answer to
be.

In this thesis we are primarily motivated to study problems in random matrix
theory due to the number theoretic applications. The results on the random matrix
side are of course interesting in their own right and the deep connection to number
theory only serves to increase the appeal of studying these problems. The particular
problems we focus on are all connected to, or variants of, the moments of characteristic
polynomials and families of L-functions.

1.1 The classical compact groups

We begin by introducing the three classical compact groups of random matrix theory,
so called by Weyl [Wey66], that we will study in Chapters 3 and 4. The characteristic
polynomials of matrices belonging to these groups will be used to model L-functions
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from various families. For an N ×N matrix X = (xi,j), we denote by XT = (xj,i)

the transpose of X and by X† the conjugate transpose of X. That is, X† = (xj,i).
We also denote the N ×N identity matrix by IN .

1.1.1 The unitary group U(N)

An N ×N matrix X with complex entries is said to be unitary if XX† = IN . The
group of N ×N unitary matrices is denoted by U(N). The eigenvalues of a matrix
X ∈ U(N) all lie on the unit circle so we write them as

eiθ1 , eiθ2 , . . . , eiθN (1.1.1)

with θj ∈ [0, 2π). The eigenvalues of X† are then e−iθ1 , . . . , e−iθN . The determinant
of X is given by det(X) =

∏N
j=1 e

iθj and so satisfies | det(X)| = 1. We define the
characteristic polynomial of the unitary matrix X as

ΛX(s) := det(I −X†s) =
N∏
j=1

(1− se−iθj). (1.1.2)

The characteristic polynomial satisfies the functional equation

ΛX(s) = (−s)N
N∏
j=1

e−iθj

N∏
j=1

(1− eiθjs−1)

= (−1)NsN det(X†) ΛX†(s−1). (1.1.3)

We also define the Z-function associated to the unitary matrix X by

ZX(s) := e−πiN/2ei
∑N

j=1 θj/2s−N/2ΛX(s), (1.1.4)

which satisfies the symmetric functional equation

ZX(s) = (−1)NZX†(s−1), (1.1.5)

or, equivalently,

ZX(s) = ZX(s
−1). (1.1.6)

Consequently, we have that |ZX(e
iθ)| = |ΛX(e

−θ)| and that ZX(e
iθ) is real for θ ∈ R.

2



1.1.2 The symplectic group Sp(2N)

A 2N × 2N unitary matrix X is symplectic if it satisfies

XΩXT = Ω, (1.1.7)

where Ω is the block matrix given by

Ω =

(
0 IN

−IN 0

)
. (1.1.8)

The symplectic group Sp(2N) is the subgroup of U(2N) consisting of 2N × 2N

symplectic matrices. A matrix X ∈ Sp(2N) has N pairs of complex conjugate
eigenvalues e±iθ1 , . . . , e±iθN lying on the unit circle. Hence, det(X) = 1 and the
characteristic polynomial of X is of the form

ΛX(s) =
N∏
j=1

(1− se−iθj)(1− seiθj) =
N∏
j=1

(1 + s2 − 2s cos θj). (1.1.9)

In this case, ΛX(s) is a real polynomial and satisfies the functional equation

ΛX(s) = s2NΛX(s
−1). (1.1.10)

1.1.3 The orthogonal group O(N)

A unitary matrix X is orthogonal if XXT = XTX = I. We denote the group
of orthogonal N × N matrices by O(N). Note that O(N) consists of the unitary
matrices with real entries. An orthogonal matrix has determinant equal to ±1 so we
further distinguish between these two cases.

The special orthogonal group SO(2N) is the subgroup of O(2N) consisting of
those orthogonal matrices with determinant +1. Similarly to the symplectic case,
the eigenvalues of a matrix X ∈ SO(2N) come in N complex conjugate pairs
e±iθ1 , . . . , e±iθj and the characteristic polynomial is of the form

ΛX(s) =
N∏
j=1

(1− se−iθj)(1− seiθj) =
N∏
j=1

(1 + s2 − 2s cos θj). (1.1.11)

The functional equation for the characteristic polynomial is again

ΛX(s) = s2NΛX(s
−1). (1.1.12)

The subset of matrices in O(2N) with determinant −1 is denoted by O−(2N).
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A matrix X ∈ O−(2N) has N − 1 pairs of complex conjugate eigenvalues and two
eigenvalues at ±1. Thus, for X ∈ O−(2N), the characteristic polynomial is given by

ΛX(s) = (1−s)(1+s)
N−1∏
j=1

(1−se−iθj)(1−seiθj) = (1−s)(1+s)
N−1∏
j=1

(1+s2−2s cos θj),

(1.1.13)
and satisfies the functional equation

ΛX(s) = −s2NΛX(s
−1). (1.1.14)

In particular, in this case we have ΛX(1) = 0.

1.1.4 The Haar measure and circular ensembles

The groups of matrices U(N), Sp(2N) and O(N) are all compact Lie groups and so
may all be equipped with the normalised Haar measure to give a probability space
or ensemble. When performing analysis on one of the matrix ensembles mentioned
above, we will always work with the Haar measure and we will denote the Haar
measure on the relevant matrix ensemble by dX.

Endowing the unitary group U(N) with the Haar measure yields the Circular
Unitary Ensemble (CUE) of random matrix theory. The other circular ensembles
are the Circular Symplectic Ensemble (CSE) and the Circular Orthogonal Ensemble
(COE). However, we emphasise that the CSE and COE are not simply the symplectic
group S(2N) or the orthogonal group O(N) equipped with the Haar measure. See,
for example, Table 1 in [KS99a] for a description of the realisation of the CSE and
COE as spaces of matrices.

1.1.5 Probability densities and the Weyl integration formula

A matrix X ∈ U(N) has N eigenvalues on the unit circle and any matrix conjugate
to X has the same eigenvalues. Conversely, for any set of N points on the unit circle,
there exists a conjugacy class of U(N) whose matrices have these N point as their
eigenvalues. Thus, one may identify conjugacy classes of U(N) with sets of N points
on the unit circle. Consequently, if f is a class function on U(N), i.e. f is constant
on conjugacy classes, then f depends only on the eigenvalues of X. We may therefore
write f(X) = f̃(θ1, . . . , θN) where f̃ is a symmetric function of the eigenangles θj.

Now suppose that X ∈ U(N) is chosen randomly according to the Haar measure.
Then the eigenvalues of X are N random points on the unit circle. In other words,
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the eigenvalues are a random N point process on the circle. The Weyl integration
formula [Wey66] gives an explicit expression for the joint probability density of the
eigenvalues in terms of dθ1 · · · dθN on [0, 2π)N . In particular, if f is a class function
on U(N), we have that

∫
U(N)

f(X) dX =
1

(2π)NN !

∫
[0,2π)N

f̃(θ1, . . . , θN)
∏

1≤j<k≤N

|eiθj − eiθk |2 dθ1 · · · dθN .

(1.1.15)
We note that the factor

∏
1≤j<k≤N

|eiθj − eiθk |2 (1.1.16)

in the probability density of the eigenvalues causes repulsion of the eigenvalues away
from each other leading to a even distribution of the eigenvalues compared to if the
eigenvalues were uniformly distributed on the circle.

In the case of the symplectic or orthogonal ensembles, the non-trivial eigenvalues
of the matrices come in complex conjugate pairs. Thus, one usually only considers the
distribution of the eigenvalues on the upper half-circle. The probability densities for
the eigenvalue distributions are also known and we list the relevant Weyl integration
formulae below. For an exposition of the proof of these formulae, see, for example,
Chapter 3 of [Mec19].

∫
Sp(2N)

f(X) dX =
2N

πNN !

∫
[0,π)N

f̃(θ1, . . . , θN)

×
N∏
j=1

sin2 θj
∏

1≤j<k≤N

(2 cos θk − 2 cos θj)
2 dθ1 · · · dθN , (1.1.17)

∫
SO(2N)

f(X) dX =
2

(2π)NN !

∫
[0,π)N

f̃(θ1, . . . , θN)

×
∏

1≤j<k≤N

(2 cos θk − 2 cos θj)
2 dθ1 · · · dθN , (1.1.18)

and

∫
O−(2N)

f(X) dX =
2N−1

πN−1(N − 1)!

∫
[0,2π)N−1

f̃(θ1, . . . , θN−1)

5



×
N−1∏
j=1

sin2 θj
∏

1≤j<k≤N−1

(2 cos θk − 2 cos θj)
2 dθ1 · · · dθN−1.

(1.1.19)

Again, the probability densities above all lead to repulsion of the eigenvalues from
their neighbours. In the case of Sp or O−, we additionally see repulsion from the
points ±1 due to the sin2 factors.

1.1.5.1 The Circular β Ensemble

As mentioned earlier, one may sample a random Haar distributed matrix X ∈ U(N)

and the eigenvalues of X constitute a random point process on the unit circle. The
Weyl integration formula (1.1.15) then gives us the explicit expression

1

(2π)NN !

∏
1≤j<k≤N

|eiθj − eiθk |2 (1.1.20)

for the joint probability density of the eigenvalues. More generally, one may consider
this random point process with the probability density

1

ZN,β

∏
1≤j<k≤N

|eiθj − eiθk |β, (1.1.21)

where β > 0 is a parameter to be chosen. Here, the normalisation constant is given
by

ZN,β = (2π)N
Γ(1 + Nβ

2
)

Γ(1 + β
2
)N
, (1.1.22)

which follows from Selberg’s integral formula. This is known as the Circular β
Ensemble (CβE). The cases β = 1, 2 and 4 correspond the COE, the CUE and the
CSE respectively. It is also possible to construct random matrix models for the
general CβE, see [KN04].

1.1.6 Moments of characteristic polynomials

The statistical properties of the eigenvalues of random unitary matrices, and by
association their characteristic polynomials, are the core objects of study in random
matrix theory. A particular quantity of interest is the moments, or expected values, of
the characteristic polynomial. Computing moments of the characteristic polynomial
over one of the compact groups is a tractable problem. For instance, using the Weyl
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integration formula and Selberg’s integral, Keating and Snaith [KS00b] proved the
following.

Theorem 1.1.1 (Keating and Snaith). For Re(k) > −1/2 and θ ∈ [0, 2π),

∫
U(N)

|ΛX(e
iθ)|2k dX =

N∏
j=1

Γ(j)Γ(j + 2k)

Γ(j + k)2
. (1.1.23)

We note that the right-hand side of (1.1.23) does not depend on θ since the
Haar measure is rotationally invariant on U(N). Also, by properties of the gamma
function, asymptotically as N → ∞ we have∫

U(N)

|ΛX(e
iθ)|2k dX ∼ cU(k)N

k2 , (1.1.24)

where

cU(k) := lim
N→∞

N−k2
∫
U(N)

|ΛX(e
iθ)|2k dX =

G(1 + k)2

G(1 + 2k)
(1.1.25)

and G(s) is the Barnes G-function [Bar00]. In the case that k ∈ N, we have that

∫
U(N)

|ΛX(e
iθ)|2k dX =

k−1∏
j=0

(
j!

(k + j)!

k∏
i=1

(N + i+ j)

)
, (1.1.26)

from which we see that the moments are given by a polynomial in N of degree k2

and that

cU(k) =
k−1∏
j=0

j!

(k + j)!
(1.1.27)

for integer k.
As an application of their result, Keating and Snaith [KS00b] obtained the

following central limit theorem on the logarithm of the characteristic polynomial.

Theorem 1.1.2 (Keating and Snaith). Let B ⊂ C be a rectangle. For fixed θ ∈
[0, 2π),

lim
N→∞

meas

X ∈ U(N) :
log ΛX(e

iθ)√
1
2
logN

∈ B

 =
1

2π

∫∫
B

e−
1
2
(x2+y2) dx dy, (1.1.28)

where the measure is the Haar measure on U(N).
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The result implies that both the real and imaginary parts of the logarithm of
ΛX(e

iθ) tend independently to Gaussian random variables as N → ∞. This example
application illustrates how one can deduce a significant amount of information if one
has a strong understanding of the moments of the characteristic polynomials.

In [KS00a], Keating and Snaith extended their result to the moments of ΛX(1)

over the symplectic group Sp(2N) and the special orthogonal group SO(2N).

Theorem 1.1.3 (Keating and Snaith). For Re(k) > −1/2

∫
Sp(2N)

ΛX(1)
k dX = 22kN

N∏
j=1

Γ(N + j + 1)Γ(j + k + 1/2)

Γ(j + 1/2)Γ(N + j + k + 1)
, (1.1.29)

and

∫
SO(2N)

ΛX(1)
k dX = 22kN

N∏
j=1

Γ(N + j − 1)Γ(j + k − 1/2)

Γ(j − 1/2)Γ(N + j + k − 1)
. (1.1.30)

In the case of integer k, the moments over Sp(2N) and SO(2N) are given by

∫
Sp(2N)

ΛX(1)
k dX = 2

k(k+1)
2

k∏
j=1

j!

(2j)!

∏
1≤i≤j≤k

(
N + 1

2
(i+ j)

)
, (1.1.31)

and

∫
SO(2N)

ΛX(1)
k dX = 2

k(k+1)
2

k−1∏
j=1

j!

(2j)!

∏
1≤i<j≤k

(
N + 1

2
(i+ j)

)
. (1.1.32)

Thus, the integer moments over Sp(2N) and SO(2N) are also polynomials in N of
degree k(k + 1)/2 and k(k − 1)/2, respectively.

In the subsequent chapters where we study the moments of moments and joint
moments of derivatives of characteristic polynomials, a key ingredient in the proofs of
our results are formulae for the shifted moments of these characteristic polynomials.
For our purposes, we let G(2N) ∈ {Sp(2N), SO(2N), O−(2N)} and define the shifted
moments by

I(G(2N); z1, . . . , zk) :=

∫
G(2N)

ΛX(z1) · · ·ΛX(zk) dX, (1.1.33)

where dX is the normalised Haar measure on the relevant ensemble G(2N). Using
the Weyl integration formula, Conrey et al. [CFK+03] have computed these shifted
moments exactly. Specifically, equations (3.6), (4.8) and (4.42) in [CFK+03] give us
the following expressions for the shifted moments as combinatorial sums.
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Theorem 1.1.4 (Conrey et al.). For complex numbers z1, . . . , zk, we have

I(Sp(2N); z1, . . . , zk) =
k∏

j=1

zNj

 ∑
ϵj∈{−1,1}

(
k∏

j=1

z
ϵjN
j

) ∏
1≤i≤j≤k

(
1− z−ϵi

i z
−ϵj
j

)−1

 ,
(1.1.34)

I(SO(2N); z1, . . . , zk) =
k∏

j=1

zNj

 ∑
ϵj∈{−1,1}

(
k∏

j=1

z
ϵjN
j

) ∏
1≤i<j≤k

(
1− z−ϵi

i z
−ϵj
j

)−1

 ,
(1.1.35)

and

I(O−(2N); z1, . . . , zk) =
k∏

j=1

zNj

 ∑
ϵj∈{−1,1}

(
k∏

j=1

ϵjz
ϵjN
j

) ∏
1≤i<j≤k

(
1− z−ϵi

i z
−ϵj
j

)−1

 .
(1.1.36)

The shifted moments over U(N) were also computed by Conrey et al., see
equations (2.16) and (2.17) in [CFK+03]. We suffice to include the moment formulae
in the symplectic and orthogonal cases since these are necessary for our work in
future chapters.

In Chapters 3 and 4, we will make use of contour integral expressions, also due
to Conrey et al. [CFK+03], for the shifted moments. These are given in the next
theorem.

Theorem 1.1.5 (Conrey et al.). For complex numbers α1, . . . , αk, we have

I(Sp(2N); e−α1 , . . . , e−αk) =
(−1)k(k−1)/22k

(2πi)kk!

∮
· · ·
∮ ∏

1≤l≤m≤k

(1− e−zl−zm)−1

×
∆(z21 , . . . , z

2
k)

2
∏k

j=1 zj∏
1≤l,m≤k(z

2
l − α2

m)
eN

∑k
j=1(zj−αj) dz1 · · · dzk,

(1.1.37)

I(SO(2N); e−α1 , . . . , e−αk) =
(−1)k(k−1)/22k

(2πi)kk!

∮
· · ·
∮ ∏

1≤l<m≤k

(1− e−zl−zm)−1

9



×
∆(z21 , . . . , z

2
k)

2
∏k

j=1 zj∏
1≤l,m≤k(z

2
l − α2

m)
eN

∑k
j=1(zj+αj) dz1 · · · dzk,

(1.1.38)

and

I(O−(2N); e−α1 , . . . , e−αk) =
(−1)k(k−1)/22k

(2πi)kk!

∮
· · ·
∮ ∏

1≤l≤m≤k

(1− e−zl−zm)−1

×
∆(z21 , . . . , z

2
k)

2
∏k

j=1 αj∏
1≤l,m≤k(z

2
l − α2

m)
eN

∑k
j=1(zj+αj) dz1 · · · dzk.

(1.1.39)

In all three cases, the contours of integration encircle the poles at ±αm for m =

1, . . . , k.

The proof of Theorem 1.1.5 follows from Lemma 2.5.2 in [CFK+05]. The idea
is that if one evaluates the contour integrals in Theorem 1.1.5 using the residue
theorem, one arrives precisely at the expressions for the moments given in Theorem
1.1.4.

1.2 The Riemann zeta function

The Riemann zeta function is defined for Re(s) > 1 by the Dirichlet series

ζ(s) =
∞∑
n=1

1

ns
. (1.2.1)

The series is absolutely convergent for Re(s) > 1 and uniformly convergent on the
half-plane Re(s) ≥ 1 + δ for any δ > 0. Thus, ζ(s) is holomorphic for Re(s) > 1. It
was first observed by Euler [Eul44] that the zeta function may be expressed as a
product over the primes:

ζ(s) =
∏
p

(
1− 1

ps

)−1

. (1.2.2)

The product is also absolutely convergent for Re(s) > 1 and is non-zero in this region
so ζ(s) ̸= 0 for Re(s) > 1.

In his famous manuscript [Rie59], Riemann considered ζ(s) as a function of a
complex variable and proved a number of important results. He showed that ζ(s)
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may be continued to a meromorphic function on C with a simple pole at s = 1 with
residue 1. Additionally, Riemann defined the ξ function

ξ(s) =
1

2
s(s− 1)π−s/2Γ

(s
2

)
ζ(s), (1.2.3)

and proved that ξ(s) is entire and satisfies the functional equation

ξ(s) = ξ(1− s). (1.2.4)

Since the gamma function Γ(s) has simple poles at s = 0,−1,−2, . . . , the fact that
ξ(s) is entire implies that ζ(s) = 0 for s = −2n with n ∈ N. These are the “trivial”
zeros of the zeta function. Since ζ(s) ̸= 0 for Re(s) > 1, it follows from the functional
equation (1.2.4) that the remaining, non-trivial zeros of ζ(s) must lie in the critical
strip 0 ≤ Re(s) ≤ 1. Riemann conjectured that these zeros are all in fact located on
the line Re(s) = 1/2. This is the famous Riemann hypothesis (RH).

Conjecture 1.2.1 (Riemann Hypothesis). All the non-trivial zeros of ζ(s) lie on
the critical line Re(s) = 1/2.

The Riemann hypothesis is considered by many to be the most important open
problem in mathematics due to its vast number of implications. As an example of
an application of the zeta function to the theory of the primes, we have the Prime
Number Theorem.

Theorem 1.2.2 (Prime Number Theorem). Let π(x) denote the number of primes
that are less than or equal to x. Then, as x→ ∞,

π(x) ∼ x

log x
. (1.2.5)

In 1896, Hadamard [Had96] and de la Valée Poussin [dlVP96] independently gave
an analytic proof of the Prime Number Theorem. The key ingredient in their proof
was to show that ζ(s) does not vanish on the line Re(s) = 1. If one assumes RH,
then the error term in the Prime Number Theorem may be bounded by

O

( √
x

log x

)
, (1.2.6)

and it is conjectured that this is the true size of the error.
Lastly, closely related to the Riemann zeta function is Hardy’s Z-function Z(t),

defined by

Z(t) = π−it/2 Γ(1
4
+ 1

2
it)

|Γ(1
4
+ 1

2
it)|

ζ(1
2
+ it). (1.2.7)
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Analogously to the Z-function defined for a unitary matrix in the previous chapter,
the Z-function satisfies the properties Z(t) ∈ R for t ∈ R and |Z(t)| = |ζ(1

2
+ it)|.

Note also that the non-trivial zeros of ζ(s) on the critical line correspond to real
zeros of Z(t). The Z-function is therefore a useful tool in the study of the zeta
function and it is sometimes preferable to work with the Z-function.

1.2.1 L-functions

There is a large class of functions which satisfy properties similar to the Riemann
zeta function. These are known as L-functions and in general, they are given by a
Dirichlet series

L(s) =
∞∑
n=1

an
ns

(1.2.8)

with a0 = 1 and an ≪ nε for all ε > 0. The series is then absolutely convergent on
the half-plane Re(s) > 1. Additionally, L(s) satisfies the following properties.

1. Analytic continuation: The series L(s) has a meromorphic continuation to the
complex plane, with the only possible poles on the line Re(s) = 1.

2. Functional equation: There is a function γL of the form

γL(s) = P (s)Qs

w∏
j=1

Γ(wjs+ µj), (1.2.9)

where Q > 0, wj > 0, Re(µj) ≥ 0 and P (s) is a polynomial whose only zeros
in the region Re(s) > 0 are at the poles of L(s), such that

ξL(s) = γL(s)L(s) (1.2.10)

is entire. Also, there is some number ε with |ε| = 1, called the sign of the
functional equation, such that

ξL(s) = εξL(1− s). (1.2.11)

3. Euler product : For Re(s) > 1, L(s) is given by the product over primes

L(s) =
∏
p

Lp(s), (1.2.12)
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where

Lp(s) =
∞∑
k=1

apk

pks
= exp

(
∞∑
k=0

bpk

pks

)
, (1.2.13)

with bn ≪ nθ for some θ < 1/2.

For further properties on L-functions, see Section 1.1 in [CFK+05] and the
references therein. It is expected that every such L-function satisfies a Riemann
hypothesis, i.e. all of the non-trivial zeros lie on the line of symmetry Re(s) = 1/2 of
the functional equation. This is known as the generalised Riemann hypothesis (GRH).
It is also widely believed that all L-functions are associated to some arithmetic object,
for example characters, elliptic curves or automorphic forms. We will describe a
couple of concrete examples of L-functions in Section 1.5. We refer to the L-functions
and modular forms database [LMF24] for further examples of L-functions along with
their properties and a list of their known zeros on the critical line.

1.3 Random matrix theory and number theory

The extremely successful application of random matrix theory to the analytic theory
of the Riemann zeta and other L-functions stems from a meeting between Hugh
Montgomery and Freeman Dyson in 1972. They discussed the pair correlation of
both the eigenvalues of random unitary matrices and of the non-trivial zeros of the
Riemann zeta function. Importantly, they found that the two expressions for the
pair correlation bear a striking resemblance.

Recall that a unitary matrix X ∈ U(N) has its N eigenvalues eiθ1 , . . . , eiθN lying
on the unit circle. Hence, the density of eigenvalues on the circle is N/2π. Scaling
the eigenvalues, we write

ϕj =
Nθj
2π

, (1.3.1)

so that these ϕj then have mean density 1. The pair correlation function of the
eigenvalues of X is defined by

R2(X;x) =
1

N

N∑
n=1

N∑
m=1

∞∑
k=−∞

δ(x+ kN − (ϕn − ϕm)), (1.3.2)

where δ(x) is the Dirac delta function and Dyson [Dys62] proved the following result
on the pair correlation.
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Theorem 1.3.1 (Dyson). For test functions f such that f(x) → 0 as |x| → ∞,

lim
N→∞

∫
U(N)

∫ ∞

−∞
f(x)R2(X;x) dx dX =

∫ ∞

−∞
f(x)

(
δ(x) + 1−

(
sin(πx)

πx

)2
)
dx,

(1.3.3)
where δ(x) is the Dirac delta function.

In particular, one may take f(x) to be the indicator function on [α, β] in Theorem
1.3.1 which yields

lim
N→∞

∫
U(N)

1

N
|{ϕn, ϕm : α ≤ ϕn − ϕm ≤ β}| =

∫ β

α

(
δ(x) + 1−

(
sin(πx)

πx

)2
)
dx.

(1.3.4)
Now, for the Riemann zeta function, we denote the n-th non-trivial zero by

ρn = 1
2
+ itn with Re(tn) > 0, where we order the zeros by height. Note that if ρn

is a zero of ζ(s), then so is ρn by the functional equation so it suffices to focus on
those zeros with Re(tn) > 0. We define the number of zeros up to height T by

N(T ) = |{ρn : 0 ≤ Re(tn) ≤ T}|, (1.3.5)

which is known to satisfy

N(T ) ∼ T

2π
log

T

2πe
, (1.3.6)

as T → ∞. See, for instance, [Tit86] for a proof of this. Consequently, there are
infinitely many non-trivial zeros in the critical strip and the mean density of the
zeros grows like log T as T increases. We now assume the Riemann hypothesis so
that tn ∈ R for all n and we scale the zeros by defining

wn =
tn
2π

log
tn
2π
. (1.3.7)

The wn then have mean density 1 in the sense that

lim
W→∞

1

W
|{wn ≤ W}| = 1. (1.3.8)

Montgomery [Mon72] studied the pair correlation of the zeros of the zeta function
and proved that for test functions f such that the Fourier transform

f̂(t) =

∫ ∞

−∞
f(x)e2πit dx (1.3.9)
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has support in (−1, 1), we have

lim
N→∞

1

N

∑
1≤n,m≤N

f(wn − wm) =

∫ ∞

−∞
f(x)

(
δ(x) + 1−

(
sin(πx)

πx

)2
)
dx. (1.3.10)

The pair correlation conjecture of Montgomery is then that for fixed α ≤ β,

lim
T→∞

1

T
|{wm, wn ∈ [0, T ] : α ≤ wn − wm ≤ β}| =

∫ β

α

(
δ(x) + 1−

(
sin(πx)

πx

)2
)
dx.

(1.3.11)
Note that the conjecture follows from (1.3.10) if one takes f(x) to be the indicator
function on [α, β]. However, this f does not satisfy the requirement that f̂ has
support in (−1, 1). Strong numerical evidence for Montgomery’s pair correlation
conjecture was provided by Odlyzko [Odl89]. Bogomolny and Keating [BK95, BK96],
by assuming a certain conjectures of Hardy and Littlewood on the correlations
between prime numbers, have shown that the n-point correlations of the zeros of the
zeta function also agree with the prediction based on random matrix theory.

The clear similarity between (1.3.4) and (1.3.11) suggests that the distribution
of the non-trivial zeros of the zeta function may be modelled by the eigenvalues of
random unitary matrices. As these eigenvalues are the zeros of the characteristic
polynomials of the matrices, modelling the zeta function itself by the characteristic
polynomials of unitary matrices is a natural extension of these ideas. We will see
throughout the rest of this thesis that this has been an extremely successful tactic.

Another example that suggests a similarity between the value distributions of
the Riemann zeta function on the critical line and the characteristic polynomials of
random unitary matrices is the following central limit theorem of Selberg [Sel46].

Theorem 1.3.2 (Selberg). Let B ⊂ C be a rectangle. Then

lim
T→∞

1

T
meas

T ≤ t ≤ 2T :
log ζ(1

2
+ it)√

1
2
log log t

2π

∈ B

 =
1

2π

∫∫
B

e−
1
2
(x2+y2) dx dy.

(1.3.12)

Comparing Theorems 1.3.2 and 1.1.2, the resemblance is clear between the two
results. Consequently, similarly to the case of the characteristic polynomial, both the
real and imaginary parts of the logarithm of the zeta function tend independently to
Gaussian random variables.
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1.3.1 The Katz-Sarnak philosophy

Given an individual primitive L-function L(s), i.e. an L-function that cannot be
written as the product of two or more L-functions, Rudnick and Sarnak [RS96]
showed that one also expects the distribution of the zeros high on the critical line
to also be governed in distribution like the eigenvalues of Haar distributed unitary
matrices. However, Katz and Sarnak [KS99a, KS99b] argued that the statistics of
zeros of L-functions in certain families can also be modelled by the corresponding
eigenvalue statistics of one of the classical compact groups U(N), O(N) or Sp(2N).
The matrix ensemble that one should use for comparison is determined by the
symmetry type of the family: unitary, orthogonal or symplectic. Specifically, let F
be a family of L-functions with each L-function associated to an f ∈ F . Also, for
each L-function there is a number cf called the conductor of the L-function which
allows us to partially order the family. Assuming the Riemann Hypothesis for the
L-functions in the family, we may write the j-th zero of each L-function on the
critical line as 1/2 + γjf . The belief is that the distribution of the zeros close to 1/2

in the family depends on the symmetry type of the family.
As an example of a zero statistic that depends on the symmetry type of the family,

we consider the one-level density of low-lying zeros. Let FX denote the members of
the family F with conductor less than or equal to X. For a suitable test function ϕ,
the one-level density of the zeros in the family is defined as

D(F , X, ϕ) =
∑
f∈FX

∑
γj
f

ϕ

(
log cf
2π

γjf

)
, (1.3.13)

where the factor of log(cf )/2π stems from the density of the zeros close to 1/2. The
density conjecture of Katz and Sarnak is that

lim
X→∞

D(F , X, ϕ)
|FX |

=

∫ ∞

−∞
ϕ(x)WF(x) dx, (1.3.14)

where WF(x) = WG(x) is the one-level density function for the matrix ensemble G
from which F takes its symmetry type. These density functions are given by

WU(x) = 1,

WSp(x) = 1− sin(2πx)

2πx
,

WO(x) = 1 +
1

2
δ(x),
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WSO(x) = 1 +
sin(2πx)

2πx
,

WO−(x) = δ(x) + 1 +
sin(2πx)

2πx
, (1.3.15)

where δ(x) is the Dirac delta function again.
Determining the symmetry type of a family of L-functions is not an easy task in

general. To provide evidence for their arguments and conjectures, Katz and Sarnak
[KS99b] considered L-functions associated to zeta functions of curves over finite fields.
In this case the families are natural to define and the symmetry type is given by the
monodromy of the family. In [CF00], Conrey and Farmer provided further evidence
that the behaviour of the moments of a family of L-functions is also governed by
the symmetry type. See also the survey paper [KS03] for further details on the
applications of random matrix theory to the theory of the Riemann zeta function
and other families of L-functions.

1.4 Moments of the Riemann zeta function

A core object of study in analytic number theory are the mean values or moments
of L-functions. In the case of the Riemann zeta function, we are interested in the
mean values of ζ(s) on the critical line Re(s) = 1/2. The 2k-th moment of the zeta
function on the critical line is defined as

Mk(T ) :=
1

T

∫ T

0

|ζ(1
2
+ it)|2k dt. (1.4.1)

One of the reasons for studying the moments of ζ(1
2
+ it) is their connection to a

conjecture of Lindelöf.

Conjecture 1.4.1 (Lindelöf Hypothesis). For all ε > 0, we have

ζ(1
2
+ it) ≪ tε. (1.4.2)

It is shown, for example in [Tit86], that the Lindelöf hypothesis is equivalent to
the bound

Mk(T ) ≪ T ε, (1.4.3)

for every positive integer k and all ε > 0. Asymptotic formulae for the 2k-th
moments of the zeta function are only know for k = 1 and k = 2. In 1916, Hardy
and Littlewood [HL16] proved an asymptotic formula for the second moment.
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Theorem 1.4.2 (Hardy and Littlewood). As T → ∞, we have

M1(T ) ∼ log T. (1.4.4)

Subsequently, Ingham [Ing27] improved the error and obtained a lower order term
in the asymptotic of Hardy and Littlewood.

Theorem 1.4.3 (Ingham). As T → ∞, we have

M1(T ) ∼ log
T

2π
+ (2γ − 1) +O(T− 1

2 log T ), (1.4.5)

where γ is Euler’s constant.

Ingham also gave the following asymptotic formula for the fourth moment.

Theorem 1.4.4 (Ingham). As T → ∞, we have

M2(T ) ∼
1

2π2
log4 T +O(log3 T ). (1.4.6)

Heath-Brown [HB79] later obtained all the main terms in the fourth moment
with a power saving error.

Theorem 1.4.5 (Heath-Brown). There exists constants a0, a1, a2, a3, a4 such that,
for T ≥ 2 and ε > 0,

M2(T ) =
4∑

n=0

an log
n T +O(T− 1

8
+ε). (1.4.7)

The constants a4 and a3 are given by

a4 =
1

2π2
and a3 = 2

(
4γ − 1 log(2π)− 12ζ ′(2)π−2

)
π−2, (1.4.8)

where γ is Euler’s constant.

There are currently no known asymptotic formulae for the higher moments. Using
number theoretic heuristics, Conrey and Ghosh [CG92] put forward the conjecture
that

M3(T ) ∼
42

9!

∏
p

((
1− 1

p

)4(
1 +

4

p
+

1

p2

))
(log T )9. (1.4.9)

Conrey and Gonek [CG01] then considered the eighth moment and conjectured that
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M4(T ) ∼
24024

16!

∏
p

((
1− 1

p

)9(
1 +

9

p
+

9

p2
+

1

p3

))
(log T )16. (1.4.10)

The general and long-standing conjecture for the 2k-th moment is the following.

Conjecture 1.4.6. For Re(k) > −1/2, as T → ∞,

Mk(T ) ∼ aζ(k)cζ(k)(log T )
k2 , (1.4.11)

where aζ(k) is an arithmetic factor given by

aζ(k) =
∏
p

((
1− 1

p

)k2
(

∞∑
m=0

(
Γ(k +m)

m!Γ(k)

)2

p−m

))
, (1.4.12)

and cζ(k) is some coefficient depending on k.

The arithmetic factor aζ(k) and its properties are well understood, see the
works [CG84, CG92, Gon89], and so the challenge for a long time was to give an
explicit description of the factor cζ(k). The known results and previous conjectures
mentioned above imply that cζ(1) = 1, cζ(2) = 1/12 and conjecturally, cζ(3) = 42/9!

and cζ(4) = 24024/16!. Note that for these values, cζ(k) ·(k2)! is an integer. Using the
philosophy that the zeta function may be modelled by the characteristic polynomials
of random unitary matrices, Keating and Snaith [KS00b] put forward the conjecture
that cζ(k) = cU(k), where recall that

cU(k) = lim
N→∞

1

Nk2

∫
U(N)

|ΛX(1)|2k dX

=
G(1 + k)2

G(1 + 2k)
, (1.4.13)

with G(s) the Barnes G-function. The identification ofN with log T in the asymptotics
for the moments comes naturally from equating the densities of the eigenvalues of
the characteristic polynomials on the unit circle and the zeros of the zeta function
up to height T on the critical line. We’ve seen earlier that for k ∈ N, we have

cU(k) =
k−1∏
j=0

j!

(j + k)!
. (1.4.14)

Thus, cU(k) · (k2)! is an integer for k ∈ N and more importantly, this expression
matches the previous known and conjectural values for cζ(k).
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An explanation for the leading order coefficient of the 2k-th moment of the zeta
function splitting as an arithmetic term and a term arising from random matrix
theory was given by Gonek, Hughes and Keating in [GHK07]. They show that one
may approximate the zeta function using a hybrid Euler-Hadamard product. In
particular, one has ζ(s) = PX(s)ZX(s)(1 + o(1)) where PX(s) is a truncated Euler
product and ZX(s) is a truncated form of the Hadamard product over the non-trivial
zeros of the zeta function. It is conjectured in [GHK07] that the moments of ζ(1

2
+ it)

factor as the moments of PX(
1
2
+ it) multiplied by the moments of ZX(

1
2
+ it) and

this is known as the Splitting Conjecture. Evaluating the 2k-th moment of PX(
1
2
+ it)

leads to the arithmetic factor a(k) and the moments of ZX(
1
2
+ it) yield the random

matrix coefficient cU(k). It is also shown in [GHK07] that the Splitting Conjecture
holds in the cases k = 1 and k = 2.

While computing asymptotic formulae for higher moments of the zeta function
are beyond the reach of current techniques, there are now sharp lower and upper
bounds for the moments. First, Ramachandra [Ram80] proved that for k ∈ N,

Mk(T ) ≫ (log T )k
2

. (1.4.15)

This lower bound was extended to all rational k > 0 by Heath-Brown [HB81].
Radziwiłł and Soundararajan [RS13] then obtained lower bounds of the conjectured
order for all real k ≥ 1. Heap and Soundararajan [HS22], with a new method, showed
that the above lower bound holds for all real k > 0.

Assuming the Riemann Hypothesis, Soundararajan [Sou09] obtained the upper
bound

Mk(T ) ≪ (log T )k
2+ε (1.4.16)

for all real k > 0 and ε > 0. By refining Soundararajan’s argument, Harper [Har13]
was able to remove the ε in the exponent of the log T . Unconditional upper bounds
have been obtained by Heap, Radziwiłł, and Soundararajan [HRS19] who proved
that for real 0 ≤ k ≤ 2, we have

Mk(T ) ≪ (log T )k
2

. (1.4.17)

Precise conjectures for the 2k-th moment of ζ(1
2
+ it) including lower order terms

were formulated by Conrey et al. in [CFK+05]. They gave a method, now known as
the “recipe”, that allows one to make conjectures for the integral moments of various
families of L-functions, including shifts. For instance, the conjecture for the 2k-th
moment of the zeta function is that
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Mk(T ) = Qk

(
log T

2π

)
+ o(1), (1.4.18)

where Qk(x) is an polynomial of degree k2 which may be expressed explicitly in the
form of a sum over permutations or as a contour integral, see Conjecture 1.5.1. in
[CFK+05]. Interestingly, the conjectural expression has almost identical structure
to that for the moments of the characteristic polynomial over U(N) computed in
[CFK+03], despite not using random matrix theory to develop the conjectures.

In a series of papers, Conrey and Keating [CK15b, CK15c, CK15d, CK16, CK18]
gave an alternate viewpoint for making conjectures on the moments of the zeta
function. For sets A = {α1, . . . , αk} and B = {β1, . . . , βk} of small shifts, they
consider ∫ ∞

0

(∏
α∈A

ζ(1
2
+ it+ α)

)(∏
β∈B

ζ(1
2
− it+ β)

)
ψ
( t
T

)
dt (1.4.19)

where ψ is some smooth function with compact support. Conrey and Keating show
that one may heuristically evaluate the quantity in (1.4.19) by careful examination
of the Dirichlet series

∏
α∈A

ζ(1
2
+ it+ α) =

∞∑
n=1

τA(n)

ns
, (1.4.20)

where τA(n) is the generalised divisor function defined by the above series. By
making suitable assumptions on correlations of the divisor function, Conrey and
Keating arrive at a conjecture that agrees with the conjecture of [CFK+05].

1.4.1 The Ratios Conjecture

As well as moments of powers of the Riemann zeta function on the critical line,
another quantity of interest are the mean values of ratios of zeta functions. For
instance, Farmer [Far93] originally conjectured that as T → ∞,

1

T

∫ T

0

ζ(1
2
+ it+ α)ζ(1

2
− it+ β)

ζ(1
2
+ it+ γ)ζ(1

2
− it+ δ)

dt ∼ (α + δ)(β + γ)

(α + β)(γ + δ)
− T−(α+β) (α− γ)(β − δ)

(α + β)(γ + δ)
,

(1.4.21)
where α, β, γ, δ are complex shifts with real parts of size ≍ 1/ log T . This a deep
conjecture with significant implications for the distribution of the zeros of ζ(s). In
particular, Farmer’s conjecture implies the pair correlation conjecture of Montgomery
discussed in the previous section.
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More general conjectures for the mean values of arbitrary numbers of zeta functions
in the numerator or denominator were developed by Conrey, Farmer and Zirnbauer
[CFZ08] by extending the recipe of Conrey et al. [CFK+05]. The conjectures of
Conrey, Farmer and Zirnbauer apply to different families of L-functions as well and
are now known collectively as the Ratios Conjecture. The Ratios Conjecture has
a large number of applications to number theoretic problems as demonstrated by
Conrey and Snaith in [CS07]. For example, if one assumes the Ratios Conjecture,
then one may compute the one-level density of zeros of a family of L-functions,
including lower order terms, with no restriction on the Fourier transform of the test
function. At leading order, the result agrees with the density conjecture of Katz and
Sarnak.

Since we expect that the zeta function and other L-functions can be modelled
well by the characteristic polynomials of random matrices, it is natural to expect
that the ratios of L-functions will behave similarly to those of the characteristic
polynomials. In the random matrix case, the mean values of ratios of characteristic
polynomials over the classical compact groups may be computed exactly, see for
example the works [CFS05, BS06, HPZ16]. Similarly to the shifted moments, the
expressions for the ratios in both the L-function and characteristic polynomial case
appear almost identical, the significant difference being the presence of arithmetic
factors on the L-function side.

1.5 Families of L-functions

Here we give an example of a family of L-functions with symplectic symmetry and
another with orthogonal symmetry.

1.5.1 Quadratic Dirichlet L-functions

A fundamental discriminant is an integer d ̸= 1 such d ≡ 1 (mod 4) and d square-free
or d = 4k with k ≡ 2 or 3 (mod 4) and k square-free. In other words, fundamental
discriminants are the discriminants of quadratic number fields Q(

√
d). Given a

fundamental discriminant d, we define the quadratic Dirichlet character

χd(n) =

(
d

n

)
, (1.5.1)

where ( d
n
) is the Kronecker symbol. This χd is a primitive, real Dirichlet character

of modulus |d|. The quadratic Dirichlet L-function attached to the character χd is
given for Re(s) > 1 by the Dirichlet series and Euler product
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L(s, χd) =
∞∑
n=1

χd(n)

ns
=
∏
p

(
1− χd(p)

ps

)−1

. (1.5.2)

The L-function has an analytic continuation to the complex plane and satisfies the
functional equation

L(s, χd) = Xd(s)L(1− s, χd), (1.5.3)

where Xd(s) = |d|1/2−sX(s, a) with a = 0 if d > 0 and a = 1 if d < 0, and

X(s, a) = πs− 1
2Γ

(
1 + a− s

2

)
Γ

(
s+ a

2

)−1

. (1.5.4)

The family of quadratic Dirichlet L-functions is an example of a symplectic family
ordered by the conductor |d|. The k-th moment of this family is defined as

1

D∗

∑∗

|d|≤D

L(1
2
, χd)

k, (1.5.5)

where the sum is only over fundamental discriminants d and D∗ is the number
of terms in the sum. Given the symplectic symmetry of this family, we use the
characteristic polynomials of random symplectic matrices to model the L-functions.
In particular, Keating and Snaith [KS00a] made the following conjecture for the
moments of L(1

2
, χd).

Conjecture 1.5.1 (Keating and Snaith). As D → ∞, we have

1

D

∑∗

|d|≤D

L(1
2
, χd)

k ∼ aLD
(k)cLD

(k) · (logD)
k(k+1)

2 , (1.5.6)

where aLD
(k) is an arithmetic factor given by

aLD
(k) =

∏
p

(
1− 1

p

) k(k+1)
2

(
1

2

((
1− 1

√
p

)−k

+

(
1 +

1
√
p

)−k
)

+
1

p

)(
1 +

1

p

)−1

,

(1.5.7)
and cLD

(k) is the random matrix coefficient given by

cLD
(k) = lim

N→∞
N− k(k+1)

2

∫
Sp(2N)

ΛX(1)
k dX

= 2k
2/2 G(k + 1)

√
Γ(k + 1)√

G(2k + 1)Γ(2k + 1)
. (1.5.8)
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In particular, for integer k, we have that

cLD
(k) = 2

k(k+1)
2

k∏
j=1

j!

(2j)!
. (1.5.9)

Asymptotic formula for the first and second moment of this family were obtained
by Jutila [Jut81] with the following results.

Theorem 1.5.2 (Jutila). As D → ∞, we have

∑∗

0<d≤D

L(1
2
, χd) =

P (1)

4ζ(2)
D

(
log

(
D

π

)
+

Γ′

Γ

(
1

4

)
+ 4γ − 1 + 4

P ′

P
(1)

)
+O(D

3
4
+ε),

(1.5.10)
where γ is Euler’s constant and

P (s) =
∏
p

(
1− 1

ps(p+ 1)

)
. (1.5.11)

Theorem 1.5.3 (Jutila). As X → ∞, we have

∑∗

0<d≤D

L(1
2
, χd)

2 =
c

ζ(2)
D(logD)3 +O(D(logD)

5
2
+ε), (1.5.12)

where

c =
1

48

∏
p

(
1− 4p2 − 3p+ 1

p4 + p3

)
. (1.5.13)

Goldfeld and Hoffstein [GH85], using the method of multiple Dirichlet series,
improved the bound on the error term in the first moment to O(D

19
32

+ε). Young
[You09] considered the smoothed first moment and using a recursive method, obtained
an error of size O(D

1
2
+ε). Based on numerical computations of the moments, Alderson

and Rubinstein [AR12] conjecture that the error in the first moment is O(D
1
4
+ε).

In [Sou00], using Poisson summation and generalised Gauss sums, Soundarara-
jan was able to obtain the second and third moments with a power saving error.
Restricting to discriminants of the form 8d where d is an odd, square-free integer
for the sake of simplicity to ensure that χ8d is a primitive character of conductor 8d

with χ8d(−1) = 1, Soundararajan proved the following.

Theorem 1.5.4 (Soundararajan). There is a polynomial Q of degree 3 and a
polynomial R of degree 6 such that∑∗

0<d≤D

L(1
2
, χ8d)

2 = DQ(logD) +O(D
5
6
+ε), (1.5.14)
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and

∑∗

0<d≤D

L(1
2
, χ8d)

3 = DR(logD) +O(D
11
12

+ε), (1.5.15)

where the sums are over fundamental discriminants 8d.

Sono [Son20] improved the error term in the smoothed second moment to O(D
1
2
+ε).

The method of multiple Dirichlet series was applied to the third moment by Diaconu,
Goldfeld and Hoffstein in [DGH03] who were able to improve the error term by
proving that

∑∗

|d|≤D

L(1
2
, χd)

3 = D
6∑

j=0

cj(logD)j +O(Dθ+ε), (1.5.16)

where the cj are computable constants and θ ∼ 0.853. Young [You12] further
improved the error to O(D

3
4
+ε) by considering a smoothed third moment similarly

to [You09]. Diaconu and Whitehead [DW21] also considered the smoothed third
moment and proved the existence of a secondary main term of size D

3
4 with the error

bounded by O(D
2
3
+ε) for all ε > 0.

An asymptotic formula for the fourth moment of L(1
2
, χd) was obtained, condi-

tional on GRH, by Shen [She21].

Theorem 1.5.5 (Shen). Assume GRH for L(s, χd) for all fundamental discriminants
d. For any ε > 0, we have

∑∗

0<d≤D
(d,2)=1

L(1
2
, χ8d)

4 = cD(logD)10 +O
(
D(logD)9.75+ε

)
, (1.5.17)

for some explicit constant c.

The constant c in Shen’s theorem is shown to match that predicted by Conjecture
1.5.1. Unconditionally, Shen also proved the lower bound

∑∗

0<d≤D
(d,2)=1

L(1
2
, χ8d)

4 ≥ (c+ o(1))D(logD)10. (1.5.18)

More recently, Shen and Stucky [SS24] have obtained an unconditional asymptotic
formula for the smoothed fourth moment with the first four main terms. They proved
that for Φ : (0,∞) → R a smooth, compactly supported function, we have

∑∗

(d,2)=1

L(1
2
, χd)

4Φ( d
D
) = DQ10(log

8D
π
) +O

(
D(logD)6+ε

)
, (1.5.19)
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where Q10(x) is a polynomial of degree 10.
For this family of L-functions, sharp lower bounds of the form

∑∗

0<d≤D

L(1
2
, χd)

k ≫k D(logD)
k(k+1)

2 (1.5.20)

were first obtained for even integers k by Rudnick and Soundararajan [RS06]. The
works of Radziwiłł and Soundararajan [RS13] and Heap and Soundararajan [HS22]
extend this lower bound to all real k > 0. The sharp upper bound

∑∗

0<d≤D

L(1
2
, χd)

k ≪k D(logD)
k(k+1)

2 (1.5.21)

follows, conditional on GRH, using the method of Soundararajan [Sou09] and its
refinement by Harper [Har13]. Gao [Gao21], applying the argument of Radziwiłł and
Soundararajan [RS15], showed that unconditionally for 0 ≤ k ≤ 2, we have

∑∗

0<d≤D
(d,2)=1

|L(1
2
, χ8d)|k ≪k D(logD)

k(k+1)
2 . (1.5.22)

We emphasise that all of the results mentioned above are consistent with Conjec-
ture 1.5.1. We also note that conjectures for the integral shifted moments of this
family produced using the recipe of CFKRS have been formulated, see Conjecture
1.5.3 in [CFK+05]. The conjecture for the shifted moments are very similar in
structure to the shifted moment formulae for the characteristic polynomials over
Sp(2N) in Theorem 1.1.5. At the central point, the conjecture is that

∑∗

|d|≤D

L(1
2
, χd) = Qk(logD) + o(1), (1.5.23)

where Qk is an explicit polynomial of degree k(k+1)/2 and where one can show that
the leading order term of Qk agrees with that previously put forward in Conjecture
1.5.1, see, for example Section 5 in [KO08].

1.5.2 Quadratic twists of elliptic curve L-functions

For an example of a family of L-functions with orthogonal symmetry, we consider
the quadratic twists of an elliptic curve L-function. To construct the family, let E
be an elliptic curve defined over Q with conductor QE. The L-function attached to
the elliptic curve E is defined by
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LE(s) =
∞∑
n=1

an
ns+1/2

=
∏
p|QE

(
1− ap

ps+1/2

)−1 ∏
p∤QE

(
1− ap

ps+1/2
+

1

p2s

)−1

. (1.5.24)

Here, for primes p, the coefficients ap are given by ap = p+1−|E(Fp)|, where |E(Fp)|
is the number of points on E, including the point at infinity, over Fp. Hasse’s bound
gives that |a(n)| ≤ τ(n)

√
n where τ(n) is the divisor function and so the Dirichlet

series and Euler product converges absolutely for Re(s) > 1. It follows from the
works [Wil95, TW95, BCDT01] on modular elliptic curves over Q and Fermat’s last
theorem that LE(s) is a modular L-function. In particular, LE(s) has an be analytic
continuation to the complex plane and satisfies the functional equation

LE(s) = wEY (s)LE(1− s), (1.5.25)

where the root number wE = ±1 and

Y (s) =

(√
QE

2π

)1−2s

Γ

(
3

2
− s

)
Γ

(
1

2
+ s

)−1

. (1.5.26)

Now, for a fundamental discriminant d with (d,QE) = 1, the quadratic twist of the
L-function LE(s) by the quadratic character χd(n) = ( d

n
) is defined for Re(s) > 1 by

LE(s, χd) =
∞∑
n=1

anχd(n)

ns+ 1
2

. (1.5.27)

This is the L-function of the elliptic curve Ed, the quadratic twist of E by d and
thus it also admits an analytic continuation to C. For (d,QE) = 1, the conductor of
Ed is d2QE and the twisted L-function satisfies the functional equation

LE(s, χd) = wEχd(−QE)Yd(s)LE(1− s, χd), (1.5.28)

where Yd(s) = |d|1−2sY (s).

The family {LE(s, χd) : d a fundamental discriminant with (d,QE) = 1} is an
example of an orthogonal family. Just as matrices in the orthogonal group O(2N)

have determinant ±1, we see that the sign of the functional equation of the L-
functions LE(s, χd) is also ±1. So, as we do with the orthogonal matrices, it is useful
to split the family of L-functions according to whether their sign is +1 or −1. The
family
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{LE(s, χd) : d a fundamental discriminant with (d,QE) = 1, wEχd(−QE) = +1}
(1.5.29)

then has even orthogonal symmetry and we use matrices from the special orthogonal
group SO(2N) to model the family. Conversely, the family

{LE(s, χd) : d a fundamental discriminant with (d,QE) = 1, wEχd(−QE) = −1}
(1.5.30)

has odd orthogonal symmetry and we use the negative coset O−(2N) of orthogonal
matrices with determinant −1 for comparison.

Turning to the moments of this family of quadratic twists, by the functional
equation, those L-functions with sign −1 necessarily have LE(

1
2
, χd) = 0. Therefore

we restrict our attention to the family of L-functions with sign +1. Recall that
the moments of the characteristic polynomial ΛX(s) at s = 1 over SO(2N) were
computed by Keating and Snaith [KS00a] and are given in Theorem 1.1.3. Using
their result, Keating and Snaith made the following conjecture for the moments of
LE(

1
2
, χd).

Conjecture 1.5.6 (Keating and Snaith). As D → ∞, we have

1

D∗

∑∗

|d|≤D
wEχd(−QE)=+1

LE(
1
2
, χd)

k ∼ aLE
(k)cLE

(k)(logD)
k(k−1)

2 , (1.5.31)

where the sum is over fundamental discriminants d, D∗ is the number of terms in
the sum and aLE

(k) is an arithemtic factor depending on the curve E. Also, cLE
(k)

is the random matrix coefficient given by

cLE
(k) = lim

N→∞
N− k(k−1)

2

∫
SO(2N)

ΛX(1)
k dX

= 2
k2

2
G(k + 1)

√
Γ(2k + 1)√

G(2k + 1)Γ(k + 1)
(1.5.32)

In particular, for integer k, we have that

cLE
(k) = 2

k(k+1)
2

k−1∏
j=0

j!

(2j)!
. (1.5.33)

The arithmetic factor aLE
(k) in the conjecture depends both on the elliptic
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curve E and the set of discriminants being summed over and is not simple to write
down in general. In practice, when computing these moments, one usually makes
simplifying assumptions such as the conductor QE being square-free (which restricts
the discriminants to certain residue classes). In these cases the arithmetic factor can
be written down explicitly, see for instance Section 4.4 of [CFK+05] or Section 3 of
[CKRS06].

Compared to the family of quadratic Dirichlet L-functions, computing moments
in this family of quadratic twists is a more difficult problem. The first moment was
studied in [BFH90, Iwa90, MM91], primarily with a view to obtaining non-vanishing
results for the L-functions LE(s, χd) and thus inferring information about the analytic
ranks of the elliptic curves Ed.

The second moment of this family, which is the limit of current techniques, was
considered by Soundararajan and Young in [SY10]. Their result, conditional on
GRH, may be stated as follows.

Theorem 1.5.7 (Soundararajan and Young). Assuming GRH, we have

∑∗

0<8d≤D
(d,2)=1

wEχd(−QE)=+1

LE(
1
2
, χ8d)

2 =
(
c+ o(1)

)
D logD, (1.5.34)

for some explicit constant c.

The constant c in the theorem agrees precisely with that conjectured by Keating
and Snaith in Conjecture 1.5.6. Soundararajan and Young also argue that if they con-
sider the smoothed second moment, then they obtain an error of size O(D(logD)

3
4
+ε)

and unconditionally, they prove the lower bound

∑∗

0<8d≤D
(d,2)=1

wEχd(−QE)=+1

LE(
1
2
, χ8d)

2 ≥
(
c+ o(1)

)
D logD. (1.5.35)

We note the similarity between the results of Soundararajan and Young and those of
Shen in [She21]. This supports the idea that computing a fourth moment for the
family of quadratic Dirichlet L-function is comparable in difficulty to computing
the second moment in this family of quadratic twists. Recently, Soundararajan and
Young’s theorem was made unconditional by Li in [Li24].

For the family of quadratic twists where the sign of the functional equation is
−1, as the L-function itself vanishes at the central point, one may instead consider
the moments of the derivative of LE(s, χd) at s = 1/2. Various results of this nature
were obtained by Petrow in [Pet12].
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Finally, we remark that the works of [Sou09, Har13] on upper bounds and those
of [RS06, RS15, HS22] on lower bounds allow one to obtain the sharp bounds

D(logD)
k(k−1)

2 ≪k

∑∗

|d|≤D
wEχd(−QE)=+1

LE(
1
2
, χd)

k ≪k D(logD)
k(k−1)

2 , (1.5.36)

for all k > 0. As before, the lower bounds here are unconditional and the upper
bounds are conditional on GRH.

1.6 Problems considered in this thesis

Here we give a brief introduction to and summary of the problems we consider in
this thesis. A more detailed background and literature review will be reserved for
the relevant chapters.

1.6.1 Moments of moments

The first problem we consider are the moments of moments of characteristic poly-
nomials of random matrices. The moments of moments consist of an average of
the characteristic polynomial over the unit circle first and then an average over the
matrix group, hence the name. Specifically, they are defined as

MoMG(N)(k, β) :=

∫
G(N)

(
1

2π

∫ 2π

0

|ΛX(e
−iθ)|2βdθ

)k

dX, (1.6.1)

where dX is the Haar measure on G(N). The moments of moments are of interest
due to their link to the maximum value attained by log |Λ(s)| on the unit circle. In
particular, the moments of moments and the maximum value of the characteristic
polynomial are the subject of conjectures of Fyodorov, Hiary and Keating [FHK12]
and Fyodorov and Keating [FK14]. In Chapter 3, we consider the moments of
moments over the symplectic group Sp(2N) and the special orthogonal group SO(2N).
Using analytic techniques, we prove asymptotic formulae for MoMG(N)(k, β) when
k, β ∈ N. We also discuss the analogous moments of moments of families of L-
functions with symplectic or orthogonal symmetry.
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1.6.2 Moments of derivatives

The moments of derivatives of characteristic polynomials are also of interest, with
an application being to gaining an insight into the moments of derivatives of the
Riemann zeta and other L-functions. For example, in [CRS06] Conrey, Rubinstein
and Snaith considered the 2k-th moment∫

U(N)

|Λ′
X(1)|2k dX (1.6.2)

of the derivative of the characteristic polynomial over U(N). They obtained an
asymptotic formula for integer k and used their result to make a conjecture for the
analogous moments

1

T

∫ T

0

|ζ ′(1
2
+ it)|2k dt (1.6.3)

of the derivative of the Riemann zeta function. A particular motivation for the study
of the derivative of the zeta function is a theorem of Speiser [Spe35] which states
that the Riemann hypothesis is equivalent to ζ ′(s) having no zeros in the region
0 < Re(s) < 1/2.

More recently, moments and joint moments of higher order derivatives have seen
a considerable amount of interest. In Chapter 4, we study the joint moments of
arbitrary order derivatives of the characteristic polynomials over Sp(2N), SO(2N)

and O−(2N). We obtain asymptotic formulae for the joint moments for all three
matrix ensembles and use our results to make conjectures for the joint moments of
derivatives of L-functions with symmetry type Sp, SO or O−.

In Chapter 7, we consider a mixed second moment of derivatives of quadratic Di-
richlet L-functions with prime conductor over function fields. We prove an asymptotic
formula for arbitrary order derivatives and compare the result with our conjecture
made in Chapter 4.

1.6.3 Mollified moments

The technique of mollifying the Riemann zeta function was first successfully applied
by Selberg [Sel42] in 1942 to show that a positive proportion of the non-trivial zeros
lie on the critical line Re(s) = 1/2. In 1974, Levinson [Lev74] gave a new method
for obtaining a lower bound on the proportion of non-trivial zeros on the critical line
by evaluating the mollified second moment.
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1

T

∫ T

0

|ζ(1
2
+ it)MN(

1
2
+ it)|2 dt. (1.6.4)

Here, the mollifier MN(s) is a Dirichlet polynomial of length N whose purpose is
to approximate ζ(s)−1. Levinson was able to evaluate the mollified moment above
for N = T θ with θ < 1/2 and thus deduced that at least 1/3 of the non-trivial zeros
are on the line. One can also mollify the moments of other families of L-functions
with a particular application being to obtain non-vanishing results. For instance,
Soundararajan [Sou00] computed the mollified first and second moment of quadratic
Dirichlet L-functions L(s, χd) and consequently showed that for at least 87.5% of
fundamental discriminants d, we have L(1

2
, χd) ̸= 0. Computing mollified moments

is in general rather complicated but it was shown by Conrey and Snaith [CS07] that
one may relatively easily obtain the mollified moments by assuming the relevant
ratios conjecture for the L-functions involved.

In Chapter 5, we look at the result of Bui, Florea and Keating [BFK23] which
proves the ratios conjecture for quadratic Dirichlet L-functions over function fields
in certain ranges. In particular, we improve the bound on the error term in the
case of two L-functions in the numerator and the denominator. Then, in Chapter 6,
we prove asymptotic formulae for the mollified first and second moments of these
quadratic L-functions in the function field setting by making use of the result of
[BFK23] and our improved error bound in Chapter 5. As an application, we obtain
non-vanishing results on the derivatives of the completed L-function at s = 1/2.
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Chapter 2

Background on L-functions over
function fields

In this chapter, we introduce the necessary background on L-functions over function
fields. We use Rosen’s book [Ros02] as a general reference.

2.1 Polynomials over finite fields

Let Fq be a finite field with q elements. We will denote by A = Fq[t] the ring
of polynomials with coefficients in Fq. The ring of integers Z and A have many
properties in common. For example, they are both unique factorisation domains,
both have infinitely many prime members and they both have a finite number of
units. Thus, many number theoretic questions and results have analogues in the
polynomial case.

An element f ∈ A is of the form

f(t) = αnt
n + αn−1t

n−1 + · · ·+ α0, (2.1.1)

where αj ∈ Fq. If αn ̸= 0, the degree of f is given by n and we write deg(f) = n.
Moreover, if αn ̸= 0, we define the sign of f to be αn ∈ F∗

q and write sgn(f) = αn,
where F∗

q is the multiplicative group of non-zero elements in Fq. We also set sgn(0) = 0

and deg(0) = −∞. Some useful properties of the degree and sign are given in the
following proposition.

Proposition 2.1.1. Let f, g ∈ A be non-zero polynomials. Then we have

1. deg(fg) = deg(f) + deg(g),

2. sgn(fg) = sgn(f)sgn(g),
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3. deg(f + g) ≤ max{deg(f), deg(g)}, with equality if deg(f) ̸= deg(g).

The polynomial f is monic if sgn(f) = 1. We will denote the set of monic
polynomials in A by M. Also, we denote by Mn and M≤n the sets of monic
polynomials of degree n and of degree at most n, respectively. The monic polynomials
are the analogue of the positive integers.

A polynomial f ∈ A is irreducible if it cannot be written as a product f(t) =
g(t)h(t) with deg(g) > 0 and deg(h) > 0. The polynomial f is reducible otherwise.
We denote by P the set of monic irreducible polynomials in A and by Pn the set of
monic irreducibles of degree n. The monic irreducible polynomials play the role of
the prime numbers so we refer to them as the “prime” polynomials. Importantly,
every non-zero f ∈ A has a unique factorisation

f = αP e1
1 P

e2
2 · · ·P er

r , (2.1.2)

where α ∈ F∗
q, each Pi is a prime polynomial, Pi ̸= Pj for i ̸= j and ei is a non-negative

integer. We will generally reserve the letter P to represent a prime polynomial.
The norm of a polynomial f ∈ A is defined to be |f | = qdeg(f) if f ≠ 0 and 0 if

f = 0. This norm satisfies |fg| = |f ||g| for all f, g,∈ A.
The zeta function of A is defined for Re(s) > 1 by the Dirichlet series and Euler

product

ζq(s) =
∑
f∈M

1

|f |s
=
∏
P∈P

(
1− 1

|P |s

)−1

. (2.1.3)

Since there are qn monic polynomials of degree n, we have that

ζq(s) =
∞∑
n=0

∑
f∈Mn

1

|f |s
=

∞∑
n=0

qn

qns
=

1

1− q1−s
. (2.1.4)

This expression for the zeta function immediately yields a meromorphic continuation
to the complex plane with a simple pole at s = 1 with residue 1/ log q. Furthermore,
we see that ζq(s) ̸= 0 for all s ∈ C so this zeta function satisfies a Riemann hypothesis.
We define the gamma function of A by

Γq(s) =
1

1− q−s
. (2.1.5)

Then, by combing the above observations we have the following.

Theorem 2.1.2. The zeta function ζq(s) has a meromorphic continuation to the
complex plane with a simple pole at s = 1 with residue 1/ log q. Moreover, the
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function ξq(s) = q−sΓq(s)ζq(s) satisfies the functional equation

ξq(s) = ξq(1− s). (2.1.6)

The above result highlights the analogy between the zeta function ζq(s) and the
Riemann zeta function. The function ζq(s) is a much simpler object though due to
the simple expression in (2.1.4) and the lack of zeros. In various scenarios it will be
useful to make the change of variables u = q−s. For the zeta function, we therefore
define Z(u) = ζq(s), i.e.

Z(u) =
1

1− qu
. (2.1.7)

Using the Euler product for ζq(s), one can count the number of prime polynomials
of degree n. This leads to the following result which is the analogue of the Prime
Number Theorem.

Theorem 2.1.3 (Prime Polynomial Theorem). The number of prime polynomials of
degree n is

|Pn| =
qn

n
+O

(
qn/2

n

)
. (2.1.8)

Remark 2.1.4. 1. If we set x = qn, then the result of the Prime Polynomial
Theorem reads

|Pn| =
x

logq x
+O

( √
x

logq x

)
, (2.1.9)

which resembles the conjectured exact form of the Prime Number Theorem.

2. The number of prime polynomials of degree n may in fact be counted exactly as

|Pn| =
1

n

∑
d|n

µ(d)q
n
d , (2.1.10)

where µ(n) is the usual Möbius function. See Proposition 2.1 and the Corollary
in [Ros02].

2.2 Arithmetic functions on Fq[t]

The usual arithmetic functions defined on the integers have natural analogues is the
case of polynomials over a finite field. The Möbius function on Fq[t] is defined by
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µ(f) =

(−1)r if f = αP1 · · ·Pr,

0 otherwise,
(2.2.1)

where the Pj’s are distinct prime polynomials. The Euler totient function φ(f) on
Fq[t] is defined as

φ(f) =
∑
g∈M

deg(g)<deg(f)
(f,g)=1

1. (2.2.2)

We denote the divisor function on Fq[t] by τ(f). That is, τ(f) is the number
of monic divisors of f . By [Ros02, Proposition 2.5], the partial sums of the divisor
function satisfy

∑
f∈Mn

τ(f) = qn(n+ 1). (2.2.3)

We will also make use of the following generalised divisor function τA(f). For a set
A = {α1, . . . , αk} of complex numbers, the divisor function τA(f) is defined as the
coefficient in the Dirichlet series

k∏
j=1

ζq(s+ αj) =
∑
f∈M

τA(f)

|f |s
. (2.2.4)

Specifically, the divisor function τA(f) is given by

τA(f) =
∑

f=f1···fk

1

|f1|α1 · · · |fk|αk
, (2.2.5)

where the sum is over monic divisors of f .

2.3 Dirichlet characters and L-functions

Dirichlet L-functions over function fields are defined analogously to those in the
number field setting. We begin with Dirichlet characters defined on A.

Definition 2.3.1. Let Q ∈ M. A Dirichlet character modulo Q is a function
χ : A → C such that

1. χ(f + gQ) = χ(f) for all f, g ∈ A,
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2. χ(f)χ(g) = χ(fg) for all f, g ∈ A,

3. χ(f) ̸= 0 if and only if (f,Q) = 1.

There are φ(Q) Dirichlet characters modulo Q. The trivial character modulo Q
is denoted by χ0 and is given by

χ0(f) =

1 if (f,Q) = 1,

0 otherwise.
(2.3.1)

The character χ is even if χ(α) = 1 for all α ∈ F∗
q and is odd otherwise. Furthermore,

we have the following orthogonality relations for these Dirichlet characters [Ros02,
Propostion 4.2].

Proposition 2.3.2. Let χ and ψ be two Dirichlet characters modulo Q and f and g
two elements of A relatively prime to Q. Then

1.

∑
f

χ(f)ψ(f) =

φ(Q) if χ = ψ,

0 otherwise.
(2.3.2)

2.

∑
χ

χ(f)χ(g) =

φ(Q) if f ≡ g (mod Q),

0 otherwise.
(2.3.3)

where the first sum is over any set of representatives of A/QA and the second sum
is over all Dirichlet characters modulo Q.

Given a Dirichlet character χ modulo Q, the Dirichlet L-function associated to χ
is defined for Re(s) > 1 by the Dirichlet series and Euler product

L(s, χ) =
∑
f∈M

χ(f)

|f |s
=
∏
P∈P

(
1− χ(P )

|P |s

)−1

. (2.3.4)

If χ = χ0 is the trivial character then

L(s, χ0) =
∏
P |Q

(
1− 1

|P |s

)
ζq(s), (2.3.5)
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so that L(s, χ0) has a meromorphic continuation to the complex plane with a simple
pole at s = 1 arsinign from the zeta function. On the other hand, if χ is a non-trivial
character, then we may write

L(s, χ) =
∞∑
n=0

( ∑
f∈Mn

χ(f)

)
q−ns. (2.3.6)

From the orthogonality relations, we then have the following result.

Proposition 2.3.3. Let χ be a non-trivial character modulo Q. Then, for n ≥
deg(Q),

∑
f∈Mn

χ(f) = 0. (2.3.7)

Consequently, the L-function L(s, χ) is given by a polynomial in q−s of degree at
most deg(Q)− 1.

As a result of the proposition, we have that the Dirichlet L-function L(s, χ) has
an analytic continuation to the entire complex plane.

2.4 Quadratic Dirichlet L-functions

2.4.1 The Reciprocity Law

Let P ∈ P be a prime polynomial and d a divisor of q − 1. Then if f ∈ A and P ∤ f ,
by Proposition 1.10 in [Ros02], we have that the congruence xd ≡ f (mod P ) is
solvable if and only if

f
|P |−1

d ≡ 1 (mod P ). (2.4.1)

Since f
|P |−1

d is an element of order dividing d in (A/PA)∗, there is a unique element
α ∈ F∗

q such that

f
|P |−1

d ≡ α (mod P ). (2.4.2)

Definition 2.4.1. If P ∤ f , let (f/P )d be the unique element of F∗
q such that

f
|P |−1

d ≡
(
f

P

)
d

(mod P ). (2.4.3)

If P |f define (f/P )d = 0. The symbol (f/P )d is called the d-th power residue symbol.
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Specialising to the case d = 2, we define the quadratic residue symbol (f/P ) ∈
{±1} by (

f

P

)
≡ f

|P |−1
2 (mod P ) (2.4.4)

if P ∤ f , and define (f/P ) = 0 if P |f . This is the analogue of the usual Legendre
symbol. For a monic polynomial Q, we may then define the Jacobi symbol (f/Q) as
follows. Suppose that Q has the prime factorisation Q = P e1

1 · · ·P er
r , then we define

the Jacobi symbol by (
f

Q

)
=

r∏
j=1

(
f

Pj

)ej

. (2.4.5)

Similarly to the case over the integers, these quadratic residue symbols satisfy a
reciprocity law.

Theorem 2.4.2 (Quadratic Reciprocity Law). Let f, g ∈ M be relatively prime,
non-zero polynomials. Then,(

f

g

)
=

(
g

f

)
(−1)

q−1
2

deg(f) deg(g). (2.4.6)

Note that when q ≡ 1 (mod 4), the reciprocity law reads(
f

g

)
=

(
g

f

)
. (2.4.7)

For the rest of the chapter and in Chapters 5, 6 and 7, we will assume for simplicity
that q ≡ 1 (mod 4).

2.4.2 Quadratic characters

We denote by H the set of monic, square-free polynomials in Fq[t] and by Hn the set
of monic, square-free polynomials of degree n. The cardinality of Hn is

|Hn| =

1 n = 0,

qn(1− q−1) n ≥ 1,
(2.4.8)

as can be seen by considering the coefficient of q−ns in the series

∞∑
n=0

|Hn|
qns

=
∑
f∈H

1

|f |s
=

ζq(s)

ζq(2s)
. (2.4.9)
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Given a D ∈ H with deg(D) > 0, we define the quadratic character χD using the
quadratic residue symbol by

χD(f) =

(
D

f

)
. (2.4.10)

In other words, for a prime polynomial P , we have

χD(P ) =


1 if P ∤ D and D is a square modulo P,

−1 if P ∤ D and D is not a square modulo P,

0 if P |D,

(2.4.11)

and then χD is extended to all f ∈ M completely multiplicatively. The character
χD is a real Dirichlet character modulo D.

The quadratic Dirichlet L-function attached to the character χD is defined for
Re(s) > 1 by the Dirichlet series and Euler product

L(s, χD) =
∑
f∈M

χD(f)

|f |s
=
∏
P∈P

(
1− χD(P )

|P |s

)−1

. (2.4.12)

With the change of variables u = q−s, we define L(u, χD) = L(s, χD). Then, for
|u| < q−1, we have that L(u, χD) is given by the power series

L(u, χD) =
∑
f∈M

χD(f)u
deg(f) =

∞∑
n=0

( ∑
f∈Mn

χD(f)

)
un. (2.4.13)

By Proposition 2.3.3, the coefficient of un in this series vanishes if n ≥ deg(D) and so
L(u, χD) is a polynomial in u of degree at most deg(D)− 1. Following the argument
in [Rud10], we have that L(u, χD) has a “trivial” zero at u = 1 if and only if deg(D)

if even. Thus, we define the completed L-function L∗(u, χD) by

L(u, χD) = (1− u)λL∗(u, χD), λ =

1, deg(D) even,

0, deg(D) odd.
(2.4.14)

The completed L-function L∗(u, χD) is then a polynomial of even degree

2δ = deg(D)− 1− λ (2.4.15)

and satisfies the functional equation
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L∗(u, χD) = (qu2)δL∗
(

1

qu
, χD

)
. (2.4.16)

Similarly, for a prime polynomial P ∈ P, we define the quadratic character χP

by the quadratic residue symbol

χP (f) =

(
f

P

)
. (2.4.17)

This is again a real Dirichlet character modulo P and the associated L-function is
given by

L(s, χP ) =
∑
f∈M

χP (f)

|f |s
. (2.4.18)

Note that since we are assuming that q ≡ 1 (mod 4), we have

χP (f) =

(
f

P

)
=

(
P

f

)
. (2.4.19)

Thus, this definition of the character χP coincides with the definition of the characters
χD defined above. Since the set of prime polynomials is a subset of the set of square-
free polynomials, all of the above discussion holds for these quadratic L-functions to
a prime modulus as well.

2.4.3 The hyperelliptic ensemble H2g+1

Let D ∈ H. Then the quadratic character χD is an even character if deg(D) is even
and is an odd character otherwise. As we’ve seen previously, the L-function L(u, χD)

has a trivial zero at u = 1 if and only if deg(D) is even. For simplicity, in this thesis
we will restrict our focus to odd characters and therefore we choose D ∈ H2g+1 for
some integer g ≥ 0.

Given a D ∈ H2g+1, by summarising the previous few sections, we have that the
L-function

L(u, χD) =

2g∑
n=0

( ∑
f∈Mn

χD(f)

)
un (2.4.20)

is a polynomial of degree 2g which satisfies the functional equation

L(u, χD) = (qu2)gL
(

1

qu
, χD

)
. (2.4.21)

Equivalently, we have that L(s, χD) is a polynomial of degree 2g in q−s and satisfies
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L(s, χD) = qg(1−2s)L(1− s, χD). (2.4.22)

We also define the ξ-function ξ(s, χD) := q
g
2
(2s−1)L(s, χD) which satisfies the sym-

metric functional equation

ξ(s, χD) = ξ(1− s, χD). (2.4.23)

We consider H2g+1 as a probability space (or ensemble) with the uniform probab-
ility measure. The expected value of any function F on H2g+1 is then

⟨F ⟩ = 1

H2g+1

∑
D∈H2g+1

F (D). (2.4.24)

We will similarly consider the space P2g+1 of prime polynomials of odd degree when
working with quadratic L-functions to a prime modulus.

2.4.4 Zeta functions of curves

For D ∈ H2g+1, one may consider the hyperelliptic curve CD given by the affine
equation

CD : y2 = D(x). (2.4.25)

The curve CD defines a smooth, projective, geometrically connected curve of genus
g, say. For |u| < q−1, the zeta function of the curve introduced by Artin [Art24] is
defined by

ZCD
(u) = exp

( ∞∑
n=1

Nn(CD)
un

n

)
, (2.4.26)

where Nn(CD) is the number of points on CD over Fqn , including the point at infinity.
Weil [Wei48] proved that ZCD

(u) is a rational function of the form

ZCD
(u) =

PCD
(u)

(1− u)(1− qu)
, (2.4.27)

where PCD
(u) ∈ Z[u] is a polynomial of degree 2g with integer coefficients and

PCD
(0) = 1. It was also proven by Weil that PCD

(u) satisfies the functional equation

PCD
(u) = (qu2)gPCD

(
1

qu

)
, (2.4.28)
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and that all of the zeros of PCD
(u) lie on the circle |u| = q−

1
2 . It was proven in

Artin’s thesis that the polynomial PCD
(u) coincides with the L-function L(u, χD).

In particular, all of the zeros of L(u, χD) are on the circle |u| = q−
1
2 or equivalently,

all of the zeros of L(s, χD) are on the line Re(s) = 1/2. Therefore the L-functions
L(s, χD) satisfy a Riemann hypothesis.

2.4.5 A spectral interpretation

For D ∈ H2g+1, the zeros of L(u, χD) all lie on the circle |u| = q−
1
2 so we may write

the zeros of L(u, χD) as q−
1
2 e±iθj with θj ∈ [0, 2π) for j = 1, . . . , 2g. In this case,

there exists a unitary symplectic matrix ΘD ∈ Sp(2g), defined up to conjugacy and
called the Frobenius of L(u, χD), such that eiθj are its eigenvalues and consequently

L(u, χD) = det(I −√
quΘD). (2.4.29)

This provides a clear spectral interpretation for the zero of these L-functions.
Katz and Sarnak [KS99b] showed that if one fixes the genus g, then as q → ∞ the

conjugacy classes (or Frobenius classes) {ΘD : D ∈ H2g+1} become equidistributed
with respect to Haar measure on the unitary symplectic group Sp(2g). This implies
that for any continuous function F on Sp(2g), we have that

lim
q→∞

1

|H2g+1|
∑

D∈H2g+1

F (ΘD) =

∫
Sp(2g)

F (X) dX. (2.4.30)

where as usual, dX denotes the Haar measure. Thus, one may obtain quantities
such as the moments of L(u, χD) in the large q limit using a random matrix theory
computation. For example, the moments at the central point s = 1/2 are given by

lim
q→∞

1

|H2g+1|
∑

D∈H2g+1

L(q−1/2, χD)
k =

∫
Sp(2g)

det(I −X)k dX, (2.4.31)

and the moments of the characteristic polynomial on the right are given by Theorem
1.1.3 of Keating and Snaith:

∫
Sp(2N)

det(I −X)k dX = 22kN
N∏
j=1

Γ(N + j + 1)Γ(j + k + 1/2)

Γ(j + 1/2)Γ(N + j + k + 1)
. (2.4.32)

In the other regime of q fixed and g → ∞, there is no such equidistribution result.
The large g regime is also more similar the the number field case and is the regime
we consider in this thesis.
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2.5 Moments of L-functions over function fields

We conclude this background chapter by discussing the literature on the moments of
quadratic Dirichlet L-functions over function fields. The first moment of L(1

2
, χD)

over the hyperelliptic ensemble H2g+1 was considered by Andrade and Keating [AK12]
who proved the following asymptotic formula.

Theorem 2.5.1 (Andrade and Keating). Let q be the fixed cardinality of the ground
field Fq and assume for simplicity that q ≡ 1 (mod 4). Then

∑
D∈H2g+1

L(1
2
, χD) =

P (1)

2ζq(2)
|D|
(
logq |D|+ 1 +

4

log q

P ′

P
(1)

)
+O(|D|

3
4
+

logq 2

2 ), (2.5.1)

where |D| = q2g+1 and

P (s) =
∏
P∈P

(
1− 1

|P |s(|P |+ 1)

)
. (2.5.2)

Comparing the above result to the result of Jutila in Theorem 1.5.2, we see the
similarity between the number field and function field cases. Florea [Flo17c] showed
that there is a secondary main term in the above asymptotic for the first moment of
the form q

2g+1
3 R(2g+1), where R is an explicit polynomial of degree 1, and was able

to bound the error term by O(q
g
2
(1+ε)) for any ε > 0. Florea’s approach also allowed

her to compute the second and third moments with a power saving error in [Flo17b].

Theorem 2.5.2 (Florea). Let q be a prime with q ≡ 1 (mod 4). Then

∑
D∈H2g+1

L(1
2
, χD)

2 =
q2g+1

ζq(2)
P (2g + 1) +O(qg(1+ε)) (2.5.3)

and

∑
D∈H2g+1

L(1
2
, χD)

3 =
q2g+1

ζq(2)
Q(2g + 1) +O(q

3g
2
(1+ε)), (2.5.4)

where P (x) is a polynomial of degree 3 and Q(x) is a polynomial of degree 6 whose
coefficients can be computed explicitly.

In this case we see a clear resemblance between Florea’s result and that of
Soundararajan in Theorem 1.5.4. Using the method of multiple Dirichlet series,
Diaconu [Dia19] proved the existence of a secondary main term in the third moment
of size q

3g
2 .
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The fourth moment was also computed by Florea in [Flo17a] although without a
power saving error.

Theorem 2.5.3 (Florea). Let q be a prime with q ≡ 1 (mod 4). Then

∑
D∈H2g+1

L(1
2
, χD)

4 = q2g+1(a10g
10 + a9g

9 + a8g
8) +O(q2g+1g7+

1
2
+ε), (2.5.5)

where the coefficients a10, a9, a8 are arithmetic factors which can be written down
explicitly.

By adapting the recipe of Conrey et al. [CFK+05] to the function field setting,
Andrade and Keating [AK14] put forward the conjecture that

1

|H2g+1|
∑

D∈H2g+1

L(1
2
, χD)

k = Pk(2g + 1) + o(1), (2.5.6)

where Pk(2g + 1) is a polynomial of degree k(k + 1)/2 given explicitly in the form
of a contour integral. All of the results mentioned above agree precisely with
the conjecture. Furthermore, numerical evidence in support of the conjecture was
provided by Rubinstein and Wu in [RW15].

Sharp lower bounds for the k-th moment of L(1
2
, χD) for all odd q and even k

were obtained by Andrade [And16] using the method of Rudnick and Soundararajan
[RS05, RS06]. Almost sharp upper bounds for prime q ≡ 1 (mod 4) and real k > 0

were proven by Florea in [Flo17a]. By applying the principles of Soundararajan
[Sou09] and Harper [Har13] for upper bounds and those of Heap and Soundararajan
[HS22] for lower bounds, Gao and Zhao [GZ23] obtained sharp upper and lower
bounds for the moments of the quadratic Dirichlet L-functions over function fields.

Theorem 2.5.4 (Gao and Zhao). Suppose that q ≡ 1 (mod 4) is a prime number.
For every real number k ≥ 0 we have for large g,

∑
D∈H2g+1

L(1
2
, χD)

k ≍k q
2g+1(2g + 1)

k(k+1)
2 , (2.5.7)

and

∑
P∈P2g+1

L(1
2
, χP )

k ≍k q
2g+1(2g + 1)

k(k+1)
2

−1. (2.5.8)

Recently, by applying methods from algebraic topology, Bergström, Diaconu,
Petersen and Westerland [BDPW24] and Miller, Patzt, Petersen and Randal-Williams
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[MPPRW24] have proven that for fixed integer k and q a sufficiently large odd prime
power, the conjecture of Andrade and Keating on the moments of L(1

2
, χD) does

indeed hold. Specifically, Theorem 1.5 in [MPPRW24] states that

1

q2g+1

∑
D∈H2g+1

L(1
2
, χD)

k = Qk(2g + 1) +O(4g(k+1)q−
g+6
12 ), (2.5.9)

where Qk(x) is an explicit polynomial of degree k(k + 1)/2.
For the moments of L(1

2
, χP ) over prime polynomials P ∈ P2g+1, less is known in

this case as averaging over primes is a more difficult problem than averaging over
square-frees. The first moment was evaluated by Andrade and Keating in [AK13]
who proved the following.

Theorem 2.5.5 (Andrade and Keating). Let Fq be a fixed finite field of odd cardinality
with q ≡ 1 (mod 4). Then for every ε > 0, we have

∑
P∈P2g+1

(logq |P |)L(12 , χP ) =
|P |
2

(logq |P |+ 1) +O(|P |
3
4
+ε) (2.5.10)

In the same paper, Andrade and Keating also proved an asymptotic formula for
the second moment.

Theorem 2.5.6 (Andrade and Keating). Let Fq be a fixed finite field of odd cardinality
with q ≡ 1 (mod 4). Then we have

∑
P∈P2g+1

L(1
2
, χP )

2 =
1

24ζq(2)
|P |(logq |P |)2 +O(|P | logq |P |). (2.5.11)

Note that |P | is constant over P2g+1 so one has |P | = q2g+1 and logq |P | = 2g + 1

in the above two theorems. In [BF20], Bui and Florea were able to improve the error
in the second moment and identify a lower order term by showing that

1

|P2g+1|
∑

P∈P2g+1

L(1
2
, χP )

2 =
g3

3ζq(2)
+ g2

(
3

2
+

1

2q

)
+O(q

3
2
+ε). (2.5.12)

Florea’s method involving Poisson summation does not apply to summations over
prime polynomials so one cannot currently obtain a power saving error in the second
moment of L(1

2
, χP ) or compute moments higher than the second. Conjectures for

the integral moments over P2g+1 were made by Andrade, Jung and Shamesaldeen
[AJS21] by applying the recipe of [CFK+05]. Specifically, they conjecture that for
every integer k ≥ 1,
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1

|P2g+1|
∑

P∈P2g+1

L(1
2
, χP )

k = Rk(2g + 1) + o(1), (2.5.13)

where Rk(x) is an explicit polynomial of degree k(k + 1)/2.
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Chapter 3

Moments of moments of symplectic
and orthogonal characteristic
polynomials

3.1 Moments of moments of characteristic polyno-

mials

Let G(N) ∈ {U(N), Sp(2N), SO(2N)}, where as usual, U(N) is the group of N ×N

unitary matrices, Sp(2N) is the the group of 2N × 2N unitary symplectic matrices
and SO(2N) is the group of 2N × 2N orthogonal matrices with determinant +1. In
this chapter we consider the moments of moments of the characteristic polynomial

ΛX(e
−iθ) = det(I − Ae−iθ) (3.1.1)

on the unit circle. The moments of moments consist of an average over the unit circle
first and then an average over the matrix ensemble, hence the name. Specifically,
they are defined as

MoMG(N)(k, β) :=

∫
G(N)

(
1

2π

∫ 2π

0

|ΛX(e
−iθ)|2βdθ

)k

dX, (3.1.2)

where dX is the Haar measure on G(N). The principal motivation for studying
the moments of moments is their link to the maximum value of the characteristic
polynomials on the unit circle. For example, in the case of the unitary group U(N),
Fyodorov, Hiary and Keating [FHK12] and subsequently Fyodorov and Keating
[FK14], made conjectures on the moments of moments and for the maximum value
of log |ΛX(e

−iθ)| for 0 ≤ θ < 2π. The idea behind the link between the moments of
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moments and the maximum value is that one can think of MoMG(N)(k, β) as the
k-th moment of the random variable

ZN(X; β) :=
1

2π

∫ 2π

0

|ΛX(e
−iθ)|2βdθ. (3.1.3)

Now, define VN(X; θ) := −2 log |ΛX(e
−iθ)|. Then, borrowing the terminology of

statistical mechanics,

ZN(X; β) =
1

2π

∫ 2π

0

exp (−βVN(X; θ)) dθ (3.1.4)

is a partition function of the field θ 7→ log |ΛX(e
−iθ)| and β > 0 is the inverse

temperature, see for instance [Isi71, Chapter 3]. The quantity

F (β) = − 1

β
logZN(X; β) (3.1.5)

is known as the free energy of the system and the maximum of log |ΛX(e
−iθ)| can be

recovered as

lim
β→∞

F (β) = −2 max
θ∈[0,2π)

log |ΛX(e
−iθ)|. (3.1.6)

The conjecture of Fyodorov and Keating [FK14] on the maximum of the charac-
teristic polynomial is the following.

Conjecture 3.1.1 (Fyodorov–Keating (2014)). For X ∈ U(N) sampled uniformly
with respect to the Haar measure,

max
θ∈[0,2π)

log |ΛX(e
−iθ)| = logN − 3

4
log logN + yX,N , (3.1.7)

where (yX,N)N∈N is a sequence of random variables which converge in distribution.

Remark 3.1.2. By “converge in distribution”, we mean that the cumulative distribu-
tion function of yX,N converges to some limiting distribution function as N → ∞.
It is further conjectured by Fyodorov and Keating that yX,N should converge in
distribution to the sum of two independent Gumbel random variables.

Briefly, the justification for Conjecture 3.1.1 is that VN(X; θ) behaves similarly
to a log-correlated field with respect to θ. The conjecture was verified up to leading
order by Arguin, Belius and Bourgade [ABB17] and Paquette and Zeitouni [PZ17]
have proven that the subleading term is also correct. Chhaibi, Madaule and Najnudel
[CMN18] have proven the strongest result which includes both the main terms in
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Conjecture 3.1.1 and shows that the random variables which constitute the error are
tight. Their results also apply more general to the case of the Circular β Ensemble
(CβE) 1.

Naturally, the conjecture for the characteristic polynomials of matrices from U(N)

can be used to formulate an analogous conjecture for the Riemann zeta function
with the usual correspondence of N with log T . The conjecture for the maximum
of the zeta function on the critical line, now known as the Fyodorov-Hiary-Keating
conjecture, is the following.

Conjecture 3.1.3. Let t ∼ [T, 2T ], that is, t is chosen uniformly from the interval
[T, 2T ]. Then

max
h∈[0,2π)

log |ζ(1
2
+ i(t+ h))| = log log T − 3

4
log log log T + xt, (3.1.8)

where the random variable xt is expected to have a limiting value distribution as
t→ ∞.

Najnudel [Naj18], assuming RH, proved Conjecture 3.1.3 up to leading order.
Arguin, Belius, Bourgade, Radziwiłł and Soundararajan [ABB+19] then showed
that one may remove the assumption of RH from Najnudel’s result. Concerning
the lower order terms, Harper [Har19] proved an almost sharp upper bound for the
maximum including the subleading term. Finally, in [ABR20], Arguin, Bourgade
and Radziwiłł were able to prove the expected upper bound for the maximum of
the zeta function and further bound the tail of the random variable xt. Then, in
[ABR23], they prove the corresponding lower bound, thus confirming the prediction
of the Fyodorov-Hiary-Keating conjecture. For a more in depth discussion of the
conjectures of [FHK12, FK14] and work in their direction, we refer to the excellent
survey article [BK22].

Returning to the moments of moments, one of the conjectures of [FK14] is that
as N → ∞,

MoMU(N)(k, β) ∼


(

G(1+β)2

G(1+2β)Γ(1−β2)

)k
Γ(1− kβ2)Nkβ2 if k < 1/β2,

c(k, β)Nk2β2−k+1 if k > 1/β2,
(3.1.9)

where G(s) is the Barnes G-function and c(k, β) is some unspecified function of k
and β. At the transition point k = 1/β2, the moments of moments are conjectured
to grow like N logN . The justification for the conjecture in (3.1.9) is that for k ∈ N,
one can write MoMU(N)(k, β) as a k-fold integral of a Toeplitz determinant. Then,

1 Not to be confused with the parameter β appearing in the moments of moments
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one uses the Fisher-Hartwig asymptotic formula and, provided that k < 1/β2, the
Selberg integral can be applied to yield to conjecture in this regime. In the case
that k > 1/β2, the Fisher-Hartwig singularities will coalesce, leading to a much more
difficult analysis and hence the lack of an expression for c(k, β) in this case.

The above asymptotics were confirmed in the case that k = 2 and β > −1/4 is real
by Claeys and Krasovsky [CK15a] by proving asymptotics for Toeplitz determinants
using Riemann-Hilbert problem techniques. Their approach also established a link
between the leading order coefficient c(2, β) and the Painlevé V equation. Fahs
[Fah21] then extended these results to general k ∈ N and non-negative, real β
but without an explicit expression for c(k, β). The case of k = 2 and β ∈ N was
established in [KRRGR18] via two alternate methods. The first is complex analytic
and the second is combinatorial, leading to two different expressions for the leading
order coefficient c(2, β). It was then shown in [BGR18] how the combinatorial
expression for c(2, β) can also be linked to Painlevé V.

In recent work, Keating and Wong [KW22], through the perspective of Gaussian
multiplicative chaos, obtain an asymptotic formula for MoMU(N)(k, β) at the critical
point kβ2 = 1 for k ≥ 2 an integer. Their result confirms that the moments of
moments are of the order N logN as N → ∞. They also conjecture that this
asymptotic result holds for all k > 1 and provide a heuristic argument in support of
this.

Bailey and Keating [BK19] obtained an asymptotic formula for MoMU(N)(k, β)

when k, β ∈ N by generalising the analytic argument deployed in [KRRGR18] with
the following result.

Theorem 3.1.4 (Bailey-Keating (2019)). For k, β ∈ N, as N → ∞,

MoMU(N)(k, β) = c(k, β)Nk2β2−k+1
(
1 +O

(
N−1

))
, (3.1.10)

where c(k, β) can be written explicitly in the form of an integral. Furthermore,
MoMU(N)(k, β) is a polynomial in N of degree k2β2 − k + 1.

The proof of Theorem 3.1.4 uses the fact that for k ∈ N, one can change the
order of integration to obtain

MoMU(N)(k, β) =
1

(2π)k

∫ 2π

0

· · ·
∫ 2π

0

Ik,β(U(N), θ1, . . . , θk) dθ1 . . . dθk, (3.1.11)

where for θ = (θ1, . . . , θk),
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Ik,β(U(N), θ) =

∫
U(N)

k∏
j=1

|ΛX(e
−iθj)|2β dX. (3.1.12)

The function Ik,β(U(N), θ) is an autocorrelation function of the characteristic poly-
nomials and was computed by Conrey et al. [CFK+03]. Two equivalent expressions
for Ik,β(U(N), θ) are given in [CFK+03]; one takes the form of a combinatorial sum
and the other is as a multiple contour integral. The first of these was used in [BK19]
to prove that MoMU(N)(k, β) is a polynomial in N and then an intricate analysis of
the contour integral representation was used to determine the asymptotic behaviour.

Assiotis and Keating [AK21] gave an alternate proof of the asymptotic formula
in Theorem 3.1.4 using a combinatorial approach involving constrained Gelfand-
Tsetlin patterns. They therefore obtained a different expression for the leading order
coefficient c(k, β) as the volume of a certain region. It is remarked in [AK21] that
their expression for c(k, β) appears to be very difficult to obtain from the expression
obtained in [BK19].

The combinatorial approach used in [AK21] was then applied by Assiotis, Bailey
and Keating [ABK22] to the symplectic and special orthogonal groups to determine
the asymptotic behaviour of the moments of moments for k, β ∈ N. Their results are
stated below.

Theorem 3.1.5 (Assiotis, Bailey and Keating). Let k, β ∈ N. Then, MoMSp(2N)(k, β)

is a polynomial function in N . Moreover, as N → ∞,

MoMSp(2N)(k, β) = cSp(k, β)N
kβ(2kβ+1)−k

(
1 +O

(
N−1

))
, (3.1.13)

where the leading order term coefficient cSp(k, β) is the volume of a certain convex
region and is strictly positive.

Theorem 3.1.6 (Assiotis-Bailey-Keating). Let k, β ∈ N. Then, MoMSO(2N)(k, β) is
a polynomial function in N . Moreover, as N → ∞,

MoMSO(2N)(1, 1) = 2(N + 1), (3.1.14)

otherwise,

MoMSO(2N)(k, β) = cSO(k, β)N
kβ(2kβ−1)−k

(
1 +O

(
N−1

))
, (3.1.15)

where the leading order term coefficient cSO(k, β) is given as a sum of volumes of
certain convex regions and is strictly positive.
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Our main goal in this chapter is to apply the analytic approach used by Bailey
and Keating [BK19] on the unitary group to the symplectic and orthogonal cases.
We therefore provide an analytic proof of the asymptotic formulae given in Theorems
3.1.5 and 3.1.6 and in particular, we obtain alternate expressions for the leading
order coefficients explicitly in the form of a multiple integral. Our results are as
follows.

Theorem 3.1.7. For k, β ∈ N, as N → ∞,

MoMSp(2N)(k, β) = γSp(k, β)N
kβ(2kβ+1)−k

(
1 +O

(
N−1

))
, (3.1.16)

where γSp(k, β) is given explicitly in the form of an integral, see (3.2.58).

Theorem 3.1.8. For k, β ∈ N with (k, β) ̸= (1, 1), as N → ∞,

MoMSO(2N)(k, β) = γSO(k, β)N
kβ(2kβ−1)−k

(
1 +O

(
N−1

))
, (3.1.17)

where γSO(k, β) is given explicitly in the form of an integral, see (3.3.14).

We will prove Theorems 3.1.7 and 3.1.8 in Sections 3.2.1 and 3.3.1, respectively.
In general, when computing asymptotics for moments of moments, the combin-

atorial approach still seems to be the simpler method, especially when k > 2. For
example, the alternate proof of Theorem 3.1.4 given in [AK21] is much shorter than
that given in [BK19]. The main difficulty in proving these asymptotic formulae is
showing that the leading order coefficient obtained is non-zero, and this appears to
be much easier when it is expressed as a volume using the combinatorial approach.
In our proofs of Theorems 3.1.7 and 3.1.8, we are able to avoid this problem and
infer that the leading order coefficients obtained are non-zero by comparison of our
formulae with those given in [ABK22]. In particular, we do not need to explicitly
evaluate the integral expression for our coefficients to check that they are non-zero
as was necessary in [BK19]. We also note that the combinatorial approach has been
successfully applied to the moments of moments in the more general case of the CβE
by Assiotis in [Ass22].

3.1.1 Moments of moments of L-functions

Also considered in [FHK12, FK14] were the moments of moments of the Riemann zeta
function. Analogously to the moments of moments of the characteristic polynomials,
these consist of an average first over a short piece of the critical line and then an
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average over these intervals. Specifically, the moments of moments of ζ(s) are defined
for T > 0 and Re(β) > −1/2 by 2

MoMζT (k, β) :=
1

T

∫ T

0

(∫ t+1

t

|ζ(1
2
+ ih)|2βdh

)k

dt. (3.1.18)

Bailey and Keating [BK21], using the philosophy that the Riemann zeta function on
the critical line can be modelled by the characteristic polynomials of random unitary
matrices and Theorem 3.1.4, made the following conjecture.

Conjecture 3.1.9 (Bailey-Keating (2021)). For k, β ∈ N, as T → ∞,

MoMζT (k, β) = α(k, β)c(k, β)
(
log T

2π

)k2β2−k+1 (
1 +Ok,β

(
log−1 T

))
, (3.1.19)

where c(k, β) is the same coefficient appearing in (3.1.10), and α(k, β) contains the
arithmetic information in the form of an Euler product.

It was then proven in [BK21] that Conjecture 3.1.9 follows from the conjecture of
Conrey et al. [CFK+05] for the shifted moments of the zeta function. Explicitly, they
prove that a function which, according to the conjecture of [CFK+05] approximates
MoMζT (k, β) up to a power saving in T , does indeed behave asymptotically as
Conjecture 3.1.9 predicts MoMζT (k, β) does. The proof is similar to that of Theorem
3.1.4 due to the similarity of the integral expressions for the shifted moments of the
unitary characteristic polynomials and the Riemann zeta function. In the case k = 2,
Curran [Cur23] has obtained sharp upper bounds for MoMζT (2, β) for 0 ≤ β ≤ 1 and
lower bounds of the conjectured order for β ≥ 0.

Finally, in [BK21], Bailey and Keating also considered the moments of moments
of families of L-functions with symplectic or orthogonal symmetry. For each of
the symmetry types, the moments of moments consist of an average over a short
interval near the symmetry point and then an average through the family. Using
Theorems 3.1.5 and 3.1.6, Bailey and Keating made conjectures for the asymptotic
growth of the moments of moments of these families in the same spirit as that of
Conjecture 3.1.9. Following the proof of both Theorems 3.1.7 and 3.1.8 in Sections
3.2.1 and 3.3.1, we will discuss the examples of a symplectic and orthogonal family
of L-functions considered in [BK21] and show that the corresponding conjectures
of Bailey and Keating also follow from the relevant shifted moments conjectures of
[CFK+05].

2 In [FHK12, FK14], the intervals being averaged over were of length 2π rather than 1. However,
in [BK21], the intervals were taken to be of length 1 for convenience. The analysis of [BK21] holds
for any interval that is O(1) as T → ∞.
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3.2 Moments of moments over Sp(2N)

3.2.1 Proof of Theorem 3.1.7

In this section we will prove Theorem 3.1.7. The argument is based on that used in
[BK19] and makes use of the complex analytic techniques deployed in [KO08] and
[KRRGR18]. The eigenvalues of matrices in Sp(2N) lie on the unit circle and come
in complex conjugate pairs eiϕ1 , e−iϕ1 , . . . , eiϕN , e−iϕN . Hence, we have that

ΛX(e−iθ) = ΛX(e
iθ), (3.2.1)

or equivalently,

Λ̃A(θ) = Λ̃A(−θ), (3.2.2)

where Λ̃A(θ) := ΛX(e
−iθ). Thus, for k, β ∈ N, we can change the order of integration

by Fubini’s theorem and use (3.2.1) to see that

MoMSp(2N)(k, β) =
1

(2π)k

∫ 2π

0

· · ·
∫ 2π

0

Ik,β(Sp(2N), θ1, . . . , θk) dθ1 · · · dθk, (3.2.3)

where

Ik,β(Sp(2N), θ) :=

∫
Sp(2N)

k∏
j=1

ΛX(e
−iθj)βΛX(e

iθj)β dX. (3.2.4)

Explicit expressions for the shifted moments Ik,β(Sp(2N), θ) were computed by
Conrey et al. [CFK+03]. In particular, using Theorem 1.1.5, we may write it in the
form of a multiple contour integral as

Ik,β(Sp(2N), θ) =
(−1)kβ22kβ

(2πi)2kβ(2kβ)!

∮
· · ·
∮ ∏

1≤m≤n≤2kβ

(
1− e−zm−zn

)−1

×
∆(z21 , . . . , z

2
2kβ)

2
∏2kβ

n=1 zn∏2kβ
n=1

∏k
m=1(zn − iθm)2β(zn + iθm)2β

eN
∑2kβ

n=1 zn dz1 · · · dz2kβ,

(3.2.5)

where ∆(z1, . . . , zn) is the Vandermonde determinant and the contours encircle the
poles at ±iθm for m = 1, . . . , k.

Now, each of the 2kβ contours in (3.2.5) can be deformed into 2k small circles,
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one around each of the poles ±iθm, with connecting straight lines whose contributions
to the integral will cancel out. The multiple integral Ik,β(Sp(2N), θ) can therefore
be written as a sum of (2k)2kβ integrals as follows. For εj ∈ {±1, . . . ,±k}, let Cεj

denote a small circular contour around iθεj if εj > 0 and a small circular contour
around −iθ−εj if εj < 0. Then we have that

Ik,β(Sp(2N), θ) =
(−1)kβ22kβ

(2πi)2kβ(2kβ)!

∑
εj∈{±1,...,±k}

Jk,β(θ; ε1, . . . , ε2kβ), (3.2.6)

where the vector ε = (ε1, . . . , ε2kβ) determines the pole around which each contour is
centred and

Jk,β(θ; ε) =

∫
Cε2kβ

· · ·
∫
Cε1

∏
1≤m≤n≤2kβ

(
1− e−zm−zn

)−1

×
∆(z21 , . . . , z

2
2kβ)

2
∏2kβ

n=1 zn∏2kβ
n=1

∏k
m=1(zn − iθm)2β(zn + iθm)2β

eN
∑2kβ

n=1 zn dz1 · · · dz2kβ.

(3.2.7)

Remark 3.2.1. Equation (3.2.6) can also be seen as an application of the residue
theorem to the contour integral expression for Ik,β(Sp(2N), θ) but where we leave the
residues in the form of an integral.

Many of the summands in (3.2.6) are in fact zero as the following lemma demon-
strates.

Lemma 3.2.2. For a choice of contours ε = (ε1, . . . , ε2kβ) in (3.2.6) and for j ∈
{1, . . . , k}, let mj and nj be the number of occurrences of j and −j in ε, respectively.
Then, if mj + nj > 2β for some j, we have that Jk,β(θ; ε) is identically zero.

Proof. The proof is similar to that of Lemma 3.2 in [BK19] and Lemma 4.11 in
[KRRGR18]. Without loss of generality, we may assume that m1 + n1 > 2β so that
n1 ≥ 2β +1−m1. Note that since the integrand of Jk,β(θ; ε) is a symmetric function
of the variables z1, . . . , z2kβ, we may suitably relabel the zj’s after permuting the
entries of ε to leave Jk,β(θ; ε) unchanged. Hence, by permuting the entries of ε if
necessary, we may assume that ε is of the form

ε = (1, . . . , 1︸ ︷︷ ︸
m1

,−1, . . . ,−1︸ ︷︷ ︸
2β+1−m1

, . . . ). (3.2.8)
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Next, for simplicity, we assume that m1 = 0. If this is not the case, then to Jk,β(θ; ε)
we would make the change of variables zj 7→ −zj for 1 ≤ j ≤ m1 and the same
argument applies. Thus, this is the only case we need consider.

By making the change of variables zj 7→ zj − iθ1, the contours of integration for
z1, . . . , z2β+1 are now small circles around 0 and the integrand of Jk,β(θ; ε) becomes

G(z1, . . . , z2β+1)∆ ((z1 − iθ1)
2, . . . , (z2kβ − iθ1)

2) dz1 · · · dz2kβ∏2β+1
n=1 z2βn

, (3.2.9)

where

G(z1, . . . , z2β+1) =

∏
1≤m≤n≤2kβ

(
1− e−zm−zn+2iθ1

)−1∏2kβ
n=1

∏k
m=2 (zn − i(θ1 + θm))

2β (zn + i(θm − θ1))
2β

× ∆((z1 − iθ1)
2, . . . , (z2kβ − iθ1)

2)
∏2kβ

n=1(zn − iθ1) e
N

∑2kβ
n=1(zn−iθ1)∏2kβ

n=1(zn − 2iθ1)2β
∏2kβ

n=2β+2 z
2β
n

(3.2.10)

is analytic in a neighbourhood of the origin. The idea now is to show that the
coefficient of

∏2β+1
n=1 z−1

n in the integrand of Jk,β(θ; ε) is zero and hence by the residue
theorem, so is the integral. We have that G(z1, . . . , z2β+1) is analytic around zero
and we can write the Vandermonde factor as

∆
(
(z1 − iθ1)

2, . . . , (z2kβ − iθ1)
2
)
= ∆

(
(z21 − 2iθ1z1), . . . , (z

2
2kβ − 2iθ1z2kβ)

)
=
∑

σ∈S2kβ

sign(σ)
2kβ∏
n=1

(z2n − 2iθ1zn)
σ(n)−1. (3.2.11)

For each permutation σ ∈ S2kβ, we must have σ(n) − 1 ≥ 2β for at least one
n ∈ {1, 2, . . . , 2β + 1}. It follows that there are no terms in the expansion of the
Vandermonde of the form

∏2β+1
n=1 z

a(n)
n with a(n) ≤ 2β−1 for all n ≤ 2β+1. Thus, as

G(z1, . . . , z2β+1) is analytic around zero, the coefficient of
∏2β+1

n=1 z−1
n in the integrand

of Jk,β(θ; ε) is zero which completes the proof.

Lemma 3.2.2 implies that the non-zero summands in (3.2.6) are given by those ε
for which mj + nj = 2β for all j. This, and the fact that the integrand of Jk,β(θ; ε)
is a symmetric function of z1, . . . , z2kβ, means that we can rewrite (3.2.6) as

Ik,β(Sp(2N), θ) =
(−1)kβ22kβ

(2πi)2kβ(2kβ)!

2β∑
l1=0

· · ·
2β∑

lk=0

cl(k, β)Jk,β(θ; l1, . . . , lk), (3.2.12)
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where Jk,β(θ; l) is defined to be Jk,β(θ; ε) with ε given by

ε = (1, . . . , 1︸ ︷︷ ︸
l1

,−1, . . . ,−1︸ ︷︷ ︸
2β−l1

, 2, . . . , 2︸ ︷︷ ︸
l2

,−2, . . . ,−2︸ ︷︷ ︸
2β−l2

, . . . , k, . . . , k︸ ︷︷ ︸
lk

,−k, . . . ,−k︸ ︷︷ ︸
2β−lk

), (3.2.13)

and

cl(k, β) =

(
2kβ

l1

)(
2kβ − l1
2β − l1

)(
(2k − 2)β

l2

)(
(2k − 2)β − l2

2β − l2

)
· · ·
(
2β

lk

)
(3.2.14)

counts the number of ways in which the entries of ε can be permuted. In the next
lemma, we obtain an expression for the asymptotic behaviour of Ik,β(Sp(2N), θ).

Lemma 3.2.3. As N → ∞, we have

Ik,β(Sp(2N), θ) ∼
2β∑

l1,...,lk=0

(−1)kβ+
∑k

m=1 lmcl(k, β)

(2πi)2kβ(2kβ)!
N |Ak,β;l|eiN

∑2kβ
n=1 µn

×
∫
C0

· · ·
∫
C0

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

f(v; l)

2kβ∏
n=1

dvn,

(3.2.15)

where C0 denotes a small circular contour around the origin. The set Ak,β;l and the
function f(v; l) are defined in the proof, see (3.2.34) and (3.2.41) respectively. Also,
the µn are defined in terms of the θm in (3.2.17).

Proof. In view of (3.2.12), we focus on Jk,β(θ; l). For a given l = (l1, . . . , lk), we make
the change of variables

zn =
vn
N

+ iµn, (3.2.16)
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where 3

µn =



θ1, if 1 ≤ n ≤ l1

−θ1, if l1 + 1 ≤ n ≤ 2β

θ2, if 2β + 1 ≤ n ≤ 2β + l2

−θ2, if 2β + l2 + 1 ≤ n ≤ 4β
...

...

θk, if (2k − 2)β + 1 ≤ n ≤ (2k − 2)β + lk

−θk, if (2k − 2)β + lk + 1 ≤ n ≤ 2kβ.

(3.2.17)

The contours of integration are then all small circles around the origin and the
integrand of Jk,β(θ; l) becomes

∏
1≤m≤n≤2kβ

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

∆
((

v1
N
+ iµ1

)2
, . . . ,

(v2kβ
N

+ iµ2kβ

)2)2
×

∏2kβ
n=1

(
vn
N

+ iµn

)∏2kβ
n=1

∏k
m=1

(
vn
N

+ i(µn − θm)
)2β(vn

N
+ i(µn + θm)

)2β e∑2kβ
n=1 vneiN

∑2kβ
n=1 µn

2kβ∏
n=1

dvn
N
.

(3.2.18)

We record here the facts that for each 1 ≤ j ≤ k, there are 2β values of 1 ≤ n ≤ 2kβ

with µ2
n = θ2j . Thus, we have

|{(m,n) : 1 ≤ m < n ≤ 2kβ : µ2
m = µ2

n = θ2j}| =
2β∑
n=1

(n− 1) = β(2β − 1), (3.2.19)

and

|{(m,n) : 1 ≤ m < n ≤ 2kβ : µ2
m = µ2

n}| =
k∑

j=1

β(2β − 1) = kβ(2β − 1). (3.2.20)

Also, we have

|{(m,n) : 1 ≤ m < n ≤ 2kβ : µ2
m ̸= µ2

n}|

3 The µn naturally depend on the choice l but we do not make this explicit in the notation.
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= |{(m,n) : 1 ≤ m < n ≤ 2kβ}| − |{(m,n) : 1 ≤ m < n ≤ 2kβ : µ2
m = µ2

n}|

= kβ(2kβ − 1)− kβ(2β − 1) = 2kβ2(k − 1). (3.2.21)

We approximate the integrand of Jk,β(θ; l) asN → ∞ using the following estimates.
For the Vandermonde factor, we have

∆
((

v1
N
+ iµ1

)2
, . . . ,

(v2kβ
N

+ iµ2kβ

)2)
=
∏
m<n

((
vn
N

+ iµn

)2 − (vm
N

+ iµm

)2)
=
∏
m<n

(vn
N

+ iµn +
vm
N

+ iµm

)(vn
N

+ iµn −
vm
N

− iµm

)
=
(
1 +O(N−1)

) ∏
m<n

µn+µm=0

(
vn + vm
N

) ∏
m<n

µn−µm=0

(
vn − vm
N

)

×
∏
m<n

µn+µm ̸=0

(iµn + iµm)
∏
m<n

µn−µm ̸=0

(iµn − iµm). (3.2.22)

Next, we have

2kβ∏
n=1

(
vn
N

+ iµn

)
=
(
1 +O(N−1)

) 2kβ∏
n=1

(iµn), (3.2.23)

and

2kβ∏
n=1

k∏
m=1

(
vn
N

+ i(µn − θm)
)2β(vn

N
+ i(µn + θm)

)2β
=

2kβ∏
n=1

k∏
m=1

µn−θm=0

(
vn
N

)2β 2kβ∏
n=1

k∏
m=1

µn−θm ̸=0

(
i(µn − θm) +O(N−1)

)2β

×
2kβ∏
n=1

k∏
m=1

µn+θm=0

(
vn
N

)2β 2kβ∏
n=1

k∏
m=1

µn+θm ̸=0

(
i(µn + θm) +O(N−1)

)2β

=
(
1 +O(N−1)

) 2kβ∏
n=1

(
vn
N

)2β 2kβ∏
n=1

k∏
m=1

µn−θm ̸=0

(iµn − iθm)
2β

2kβ∏
n=1

k∏
m=1

µn+θm ̸=0

(iµn + iθm)
2β. (3.2.24)

Lastly, we use the Laurent expansion
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(1− e−s)−1 =
1

s
+O(1) (3.2.25)

of (1− e−s)−1 about its pole at s = 0 for the (1− e−
(vm+vn)

N
−i(µm+µn))−1 terms with

µm + µn = 0. Putting these estimates together, we have that as N → ∞, the
integrand of Jk,β(θ; l) is

=
(
1 +O(N−1)

)
N−2kβ

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

e
∑2kβ

n=1 vneiN
∑2kβ

n=1 µn

×
2kβ∏
n=1

(iµn)

∏
1≤m<n≤2kβ
µm+µn ̸=0

(iµm + iµn)
2
∏

1≤m<n≤2kβ
µm−µn ̸=0

(iµm − iµn)
2

∏
1≤m<n≤2kβ
µm+µn=0

(
N

vn+vm

)∏
1≤m<n≤2kβ
µm−µn=0

(
N

vn−vm

)2
×

∏2kβ
n=1

(
vn
N

)−2β∏2kβ
n=1

∏k
m=1

µn−θm ̸=0

(iµn − iθm)2β
∏2kβ

n=1

∏k
m=1

µn+θm ̸=0

(iµn + iθm)2β

2kβ∏
n=1

dvn. (3.2.26)

Simplifying this expression gives us

(
1 +O(N−1)

)
(−1)kβN4kβ2−2kβ

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

× e
∑2kβ

n=1 vneiN
∑2kβ

n=1 µn

2kβ∏
n=1

µn

∏
m<n

µ2
m=µ2

n

(2iµn)
2
∏

m<n
µ2
m ̸=µ2

n

(µ2
m − µ2

n)
2

∏
1≤m<n≤2kβ
µm+µn=0

(
N

vn+vm

)∏
1≤m<n≤2kβ
µm−µn=0

(
N

vn−vm

)2
× 1∏2kβ

n=1

∏k
m=1

µ2
n=θ2m

(2iθm)2β
∏2kβ

n=1

∏k
m=1

µ2
n ̸=θ2m

(µ2
n − θ2m)

2β

2kβ∏
n=1

dvn

v2βn
. (3.2.27)

Now, from the definition of µn in (3.2.17), we have that

2kβ∏
n=1

µn =
k∏

m=1

(
(−1)2β−lmθ2βm

)
= (−1)

∑k
m=1 lm

k∏
m=1

θ2βm . (3.2.28)

Also, as there are 2β values of 1 ≤ n ≤ 2kβ with µ2
n = θ2m for a given m, we have

2kβ∏
n=1

k∏
m=1

µ2
n=θ2m

(2iθm)
2β =

k∏
m=1

(2iθm)
4β2

= 24kβ
2

k∏
m=1

θ4β
2

m , (3.2.29)
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and, using (3.2.19),

∏
m<n

µ2
m=µ2

n

(2iµn)
2 =

k∏
j=1

∏
m<n

µ2
m=µ2

n=θ2j

(2iθj)
2 =

k∏
j=1

(2iθj)
4β2−2β = (−1)kβ24kβ

2−2kβ

k∏
j=1

θ4β
2−2β

j .

(3.2.30)

Similarly, we write

∏
m<n

µ2
m ̸=µ2

n

(µ2
m − µ2

n)
2 = (−1)|{m<n :µ2

m ̸=µ2
n}|

∏
m̸=n

µ2
m ̸=µ2

n

(µ2
m − µ2

n), (3.2.31)

where by (3.2.21), the (−1) factor is equal to (−1)2kβ
2(k−1) = 1. Then, we have

∏
m ̸=n

µ2
m ̸=µ2

n

(µ2
m − µ2

n) =
k∏

j=1

∏
m̸=n

µ2
m ̸=µ2

n

µ2
n=θj

(µ2
m − θ2j ) =

k∏
j=1

2kβ∏
m=1

µ2
n ̸=θ2m

(µ2
m − θ2j )

2β, (3.2.32)

again as there are 2β values of 1 ≤ n ≤ 2kβ with µ2
n = θ2j . Taking into account the

above calculations, we see that many of the products in (3.2.27) cancel and our final
expression for the integrand is then

=
(
1 +O(N−1)

)(−1)
∑k

m=1 lm

22kβ
N4kβ2−2kβ

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

× e
∑2kβ

n=1 vneiN
∑2kβ

n=1 µn
∏

1≤m<n≤2kβ
µm+µn=0

(
vn + vm
N

) ∏
1≤m<n≤2kβ
µm−µn=0

(
vn − vm
N

)2 2kβ∏
n=1

dvn

v2βn
.

(3.2.33)

The power of N coming from the products in the second line of (3.2.33) is determined
by the size of the following sets:

Ak,β;l := {(m,n) : 1 ≤ m < n ≤ 2kβ, µm + µn = 0}, (3.2.34)

and

Bk,β;l := {(m,n) : 1 ≤ m < n ≤ 2kβ, µm − µn = 0}. (3.2.35)
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Using the definition of µn in (3.2.17), we have that

|Ak,β;l| =
k∑

m=1

lm(2β − lm) (3.2.36)

since for each m ∈ {1, . . . , k}, there are lm of the µn’s equal to θm and 2β − lm of
the µn’s equal to −θm. Also, we have

|Ak,β;l|+ |Bk,β;l| = |{(m,n) : 1 ≤ m < n ≤ 2kβ, µ2
m = µ2

n}| = kβ(2β − 1), (3.2.37)

and so

|Bk,β;l| = kβ(2β − 1) +
k∑

m=1

lm(lm − 2β). (3.2.38)

In particular, the power of N in the second line of (3.2.33) is

−|Ak,β;l| − 2|Bk,β;l| = |Ak,β;l| − 2kβ(2β − 1). (3.2.39)

Therefore, the integrand of Jk,β(θ; l) as N → ∞ is

(
1 +O

(
1
N

)) (−1)
∑k

m=1 lm

22kβ
N |Ak,β;l|

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

× eiN
∑2kβ

n=1 µnf(v; l)

2kβ∏
n=1

dvn, (3.2.40)

where

f(v; l) :=

∏
1≤m<n≤2kβ
µm+µn=0

(vn + vm)
∏

1≤m<n≤2kβ
µm−µn=0

(vn − vm)
2∏2kβ

n=1 v
2β
n

e
∑2kβ

n=1 vn (3.2.41)

denotes the terms which do not depend on θ1, . . . , θk. Hence, by using the expression
for the integrand of Jk,β(θ, l) in (3.2.40) and returning to (3.2.12), we have that as
N → ∞,

Ik,β(Sp(2N), θ) ∼
2β∑

l1,...,lk=0

(−1)kβ+
∑k

m=1 lmcl(k, β)

(2πi)2kβ(2kβ)!
N |Ak,β;l|eiN

∑2kβ
n=1 µn
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×
∫
C0

· · ·
∫
C0

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

f(v; l)

2kβ∏
n=1

dvn,

(3.2.42)

as claimed.

We can now obtain an asymptotic formula for MoMSp(2N)(k, β).

Proposition 3.2.4. As N → ∞, we have

MoMSp(2N)(k, β) ∼ γSp(k, β)N
kβ(2kβ+1)−k, (3.2.43)

where γSp(k, β) is given in the form of an integral and is defined on the proof, see
(3.2.58).

Proof. By recalling (3.2.3) and using Lemma 3.2.3, we have

MoMSp(2N)(k, β)

=
1

(2π)k

∫ 2π

0

· · ·
∫ 2π

0

Ik,β(Sp(2N), θ1, . . . , θk) dθ1 · · · dθk

∼ 1

(2π)k

2β∑
l1,...,lk=0

(−1)kβ+
∑k

m=1 lmcl(k, β)

(2πi)2kβ(2kβ)!
N |Ak,β;l|

∫ 2π

0

· · ·
∫ 2π

0

eiN
∑2kβ

n=1 µn

×
∮
C0

· · ·
∮
C0

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

f(v; l)

2kβ∏
n=1

dvn

k∏
m=1

dθm. (3.2.44)

Changing the order of integration, we have that

MoMSp(2N)(k, β) ∼
2β∑

l1,...,lk=0

(−1)kβ+
∑k

m=1 lmcl(k, β)

(2π)k(2πi)2kβ(2kβ)!
N |Ak,β;l|

∮
C0

· · ·
∮
C0

f(v; l)

×
∫ 2π

0

· · ·
∫ 2π

0

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

× eiN
∑2kβ

n=1 µn

k∏
m=1

dθm

2kβ∏
n=1

dvn, (3.2.45)

and we now seek to determine the N dependence of the inner integrals over θ1, . . . , θk.
The first step is to write the integrand explicitly in terms of θ1, . . . , θk using the
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definition of µ1, . . . , µ2kβ. For instance, the exponential term is

exp

(
iN

2kβ∑
n=1

µn

)
= exp

(
2iN

k∑
m=1

(lm − β)θm

)
. (3.2.46)

For the product of (1− e−zm−zn)−1 terms, we define the set

Tk,β;l := {(m,n) : 1 ≤ m ≤ n ≤ 2kβ, µm + µn ̸= 0}

= {(m,n) : 1 ≤ m ≤ n ≤ 2kβ} \ Ak,β;l, (3.2.47)

and the following disjoint subsets of Tk,β;l for 1 ≤ σ ≤ τ ≤ k:

U+
σ,τ ;l := {(m,n) ∈ Tk,β;l : µm + µn = θσ + θτ}, (3.2.48)

U−
σ,τ ;l := {(m,n) ∈ Tk,β;l : µm + µn = −(θσ + θτ )}, (3.2.49)

and

V+
σ,τ ;l := {(m,n) ∈ Tk,β;l : µm + µn = θσ − θτ}, (3.2.50)

V−
σ,τ ;l := {(m,n) ∈ Tk,β;l : µm + µn = −(θσ − θτ )}. (3.2.51)

Note that V+
σ,τ ;l = V−

σ,τ ;l = ∅ for σ = τ . The product of (1− e−zm−zn)−1 terms can
then be written as

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

=
∏

1≤σ≤τ≤k

∏
(m,n)∈U+

σ,τ ;l

(
1− e−

(vm+vn)
N

−i(θσ+θτ )
)−1 ∏

(m,n)∈U−
σ,τ ;l

(
1− e−

(vm+vn)
N

+i(θσ+θτ )
)−1

×
∏

(m,n)∈V+
σ,τ ;l

(
1− e−

(vm+vn)
N

−i(θσ−θτ )
)−1 ∏

(m,n)∈V−
σ,τ ;l

(
1− e−

(vm+vn)
N

+i(θσ−θτ )
)−1

.

(3.2.52)

Now, we make the change of variables tm = Nθm. As N → ∞, by the Laurent
expansion of (1− e−s)−1 about s = 0, the above product is then
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∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

∼
∏

1≤σ≤τ≤k

∏
(m,n)∈U+

σ,τ ;l

N

vm + vn + i(tσ + tτ )

∏
(m,n)∈U−

σ,τ ;l

N

vm + vn − i(tσ + tτ )

×
∏

(m,n)∈V+
σ,τ ;l

N

vm + vn + i(tσ − tτ )

∏
(m,n)∈V−

σ,τ ;l

N

vm + vn − i(tσ − tτ )
. (3.2.53)

The power of N coming from this product is

|Tk,β;l| = kβ(2kβ + 1)− |Ak,β;l|. (3.2.54)

We therefore have that as N → ∞, the integrals over θ1, . . . , θk are

∫ 2π

0

· · ·
∫ 2π

0

∏
1≤m≤n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

eiN
∑2kβ

n=1 µn

k∏
m=1

dθm

∼
∫ 2Nπ

0

· · ·
∫ 2Nπ

0

Nkβ(2kβ+1)−k−|Ak,β;l| e2i
∑k

m=1(lm−β)tm

×
∏

1≤σ≤τ≤k

∏
(m,n)∈U+

σ,τ ;l
(vm + vn + i(tσ + tτ ))

−1
∏

(m,n)∈U−
σ,τ ;l

(vm + vn − i(tσ + tτ ))
−1∏

(m,n)∈V+
σ,τ ;l

(vm + vn + i(tσ − tτ ))
∏

(m,n)∈V−
σ,τ ;l

(vm + vn − i(tσ − tτ ))

× dt1 · · · dtk
∼ Nkβ(2kβ+1)−k−|Ak,β;l|Ψk,β(v; l), (3.2.55)

where

Ψk,β(v; l) :=

∫ ∞

0

· · ·
∫ ∞

0

e2i
∑k

m=1(lm−β)tm

×
∏

1≤σ≤τ≤k

∏
(m,n)∈U+

σ,τ ;l
(vm + vn + i(tσ + tτ ))

−1
∏

(m,n)∈U−
σ,τ ;l

(vm + vn − i(tσ + tτ ))
−1∏

(m,n)∈V+
σ,τ ;l

(vm + vn + i(tσ − tτ ))
∏

(m,n)∈V−
σ,τ ;l

(vm + vn − i(tσ − tτ ))

× dt1 · · · dtk. (3.2.56)

Returning now to (3.2.45) and using (3.2.55), we have that

MoMSp(2N)(k, β) ∼ γSp(k, β)N
kβ(2kβ+1)−k, (3.2.57)
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where

γSp(k, β) :=

2β∑
l1,...,lk=0

(−1)kβ+
∑k

m=1 lmcl(k, β)

(2π)k(2πi)2kβ(2kβ)!

∮
C0

· · ·
∮
C0

f(v; l)Ψk,β(v; l)

2kβ∏
n=1

dvn,

(3.2.58)
and this completes the proof.

Proof of theorem 3.1.7. To complete the proof of Theorem 3.1.7, we compare the
asymptotic formula in Proposition 3.2.4 to that of Theorem 3.1.5 to show that
γSp(k, β) ̸= 0. We see that as MoMSp(2N)(k, β) is a polynomial in N , we must have
that γSp(k, β) = cSp(k, β) > 0 and that the error is certainly O(Nkβ(2kβ+1)−k−1)

which concludes the proof.

3.2.2 Moments of moments of symplectic L-functions

An example of a symplectic family of L-functions considered by Bailey and Keating
in [BK21] is the family of quadratic Dirichlet L-functions L(s, χd) defined in Section
1.5.1. We recall that for d a fundamental discriminant, χd(n) = ( d

n
) denotes the

quadratic character defined by the Kronecker symbol. The associated L-function is
defined for Re(s) > 1 by

L(s, χd) =
∞∑
n=1

χd(n)

ns
, (3.2.59)

and has an analytic continuation to C. The L-function satisfies the functional
equation

L(s, χd) = Xd(s)L(1− s, χd), (3.2.60)

where Xd(s) = |d|1/2−sX(s, a) with a = 0 if d > 0 and a = 1 if d < 0, and

X(s, a) = πs− 1
2Γ

(
1 + a− s

2

)
Γ

(
s+ a

2

)−1

. (3.2.61)

The moments of moments of the family of quadratic Dirichlet L-functions are defined
as

MoMLχd
(k, β) =

1

D∗

∑∗

|d|≤D

(
1

2π

∫ 2π

0

L(1
2
+ iθ, χd)

2βdθ

)k

, (3.2.62)
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where the sum is only over fundamental discriminants and D∗ is the number of terms
in the sum. As this is a symplectic family of L-functions, the moments of moments
are conjectured to behave analogously to the moments of moments of characteristic
polynomials over Sp(2N).

Conjecture 3.2.5 (Bailey-Keating [BK21]). For k, β ∈ N, as D → ∞,

MoMLχd
(k, β) = η(k, β)cSp(k, β)(logD)kβ(2kβ+1)−k

(
1 +Ok,β(log

−1D)
)
, (3.2.63)

where cSp(k, β) corresponds to the leading order coefficient in (3.1.13) and η(k, β)

contains the arithmetic information.

By adapting the proof of Theorem 3.1.7, we can relatively easily prove that
Conjecture 3.2.5 follows from the shifted moment conjecture of [CFK+05]. Assuming
k ∈ N, changing the order of integration and summation gives

MoMLχd
(k, β) =

1

(2π)k

∫ 2π

0

· · ·
∫ 2π

0

1

D∗

∑∗

|d|≤D

k∏
m=1

L(1
2
+iθm, χd)

2βdθ1 . . . dθk, (3.2.64)

and the relevant shifted moment conjecture is the following.

Conjecture 3.2.6 (Conrey et al. [CFK+05]). Let k, β ∈ N and let θ = (θ1, . . . , θk) ∈
Rk. Then,

1

D∗

∑∗

|d|≤D

k∏
m=1

L(1
2
+ iθm, χd)

2β =
1

D∗

∑∗

|d|≤D

k∏
m=1

Xd(
1
2
+ iθm)

βQk,β(log |d|, θ) +O(D−δ),

(3.2.65)
for some δ > 0, where

Qk,β(x, θ) =
(−1)kβ22kβ

(2πi)2kβ(2kβ)!

∮
· · ·
∮
G(z1, . . . , z2kβ)∆(z21 , . . . , z

2
2kβ)

2
∏2kβ

n=1 zn∏2kβ
n=1

∏k
m=1(zn − iθm)2β(zn + iθm)2β

× e
x
2

∑2kβ
n=1 zn dz1 . . . dz2kβ, (3.2.66)

in which the path of integration encloses the poles at ±iθm for 1 ≤ m ≤ k. Also,
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G(z1, . . . , z2kβ) = Akβ(z1, . . . , z2kβ)

2kβ∏
n=1

X(1
2
+ zn, a)

− 1
2

∏
1≤m≤n≤2kβ

ζ(1 + zm + zn),

(3.2.67)
where Akβ is the Euler product, absolutely convergent for |Re(zn)| < 1/2, defined by

Akβ(z1, . . . , z2kβ) =
∏
p

∏
1≤m≤n≤2kβ

(
1− 1

p1+zm+zn

)(
1 +

1

p

)−1

×

(
1

2

(
2kβ∏
n=1

(
1− 1

p1/2+zn

)−1

+

2kβ∏
n=1

(
1 +

1

p1/2+zn

)−1
)

+
1

p

)
(3.2.68)

We therefore define

MoMQk,β
(D) :=

1

(2π)k

∫ 2π

0

· · ·
∫ 2π

0

1

D∗

∑∗

|d|≤D

k∏
m=1

Xd(
1
2
+ iθm)

βQk,β(log |d|, θ)
k∏

j=1

dθj,

(3.2.69)
which should approximate MoMLχd

(k, β) up to a power saving in D and we can
prove the following proposition.

Proposition 3.2.7. For k, β ∈ N, as D → ∞

MoMQk,β
(D) = Akβ(0, . . . , 0)γSp(k, β)

(
logD

2

)kβ(2kβ+1)−k (
1 +O(log−1D)

)
,

(3.2.70)
where γSp(k, β) is the same coefficient appearing in Theorem 3.1.7.

Proof. As mentioned earlier, the proof follows from modifying the proof of Theorem
3.1.7 and so we will point out the adjustments that need to be made. Comparing
the integral Qk,β(x, θ) with the integral expression for Ikβ(Sp(2N), θ) in (3.2.5), we
immediately see the similarity on identifying N with x/2. In particular, the product
of ζ(1 + zm + zn) terms replaces the product of (1 − e−zm−zn)−1 terms with both
having the same analytic structure, namely simple poles at zm + zn = 0. This means
that the same analysis we applied to Ikβ(Sp(2N), θ) can be applied to Qk,β(x, θ) to
yield an asymptotic formula for MoMQk,β

(D). The difference is that the function
G(z1, . . . , z2kβ) also contains arithmetic information in the Euler product Akβ and
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the X(s, a) factors. However, these factors do not present any additional difficulties.
By following the proof of Lemma 3.2.3 and using the facts that Akβ is analytic in a
neighbourhood of zero and X(s, a) is analytic around s = 1/2 and X(1

2
, a) = 1, one

can show that

MoMQk,β
(D) ∼ Akβ(0, . . . , 0)γSp(k, β)

1

D∗

∑∗

|d|≤D

(
log |d|

2

)kβ(2kβ+1)−k

= Akβ(0, . . . , 0)γSp(k, β)

(
logD

2

)kβ(2kβ+1)−k (
1 +O(log−1D)

)
,

(3.2.71)

where γSp(k, β) is as defined in (3.2.58).

Thus, MoMQk,β
(D) satisfies the asymptotic formula conjectured for MoMLχd

(k, β)

in Conjecture 3.2.5.

3.3 The special orthogonal group SO(2N)

3.3.1 Proof of Theorem 3.1.8

In this section we turn to the orthogonal case and prove Theorem 3.1.8. Here we
assume that k, β ∈ N with k, β not both 1. As in the symplectic case, the eigenvalues
of matrices in SO(2N) lie on the unit circle and come in complex conjugate pairs so

ΛX(e−iθ) = ΛX(e
iθ), (3.3.1)

for all X ∈ SO(2N). Then, as before, we change the order of integration to write

MoMSO(2N)(k, β) =
1

(2π)k

∫ 2π

0

· · ·
∫ 2π

0

Ik,β(SO(2N), θ1, . . . , θk) dθ1 · · · dθk, (3.3.2)

where

Ik,β(SO(2N), θ) :=

∫
SO(2N)

k∏
j=1

ΛX(e
−iθj)βΛX(e

iθj)β dX. (3.3.3)

In this case, using Theorem 1.1.5 allows us to express Ik,β, (SO(2N), θ) as
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Ik,β(SO(2N), θ) =
(−1)kβ22kβ

(2πi)2kβ(2kβ)!

∮
· · ·
∮ ∏

1≤m<n≤2kβ

(1− e−zm−zn)−1

×
∆(z21 , . . . , z

2
2kβ)

2
∏2kβ

n=1 zn∏2kβ
n=1

∏k
m=1(zn − iθm)2β(zn + iθm)2β

eN
∑2kβ

n=1 zndz1 . . . dz2kβ,

(3.3.4)

where again the contours enclose the poles at ±iθm for 1 ≤ m ≤ k. We note the sim-
ilarity between the above expression for Ik,β(SO(2N), θ) and that for Ik,β(Sp(2N), θ)

in (3.2.5). Specifically, the only difference is in the product of (1− e−zm−zn)−1 terms;
in the symplectic case, the product is over m ≤ n rather than m < n. The proof
of Theorem 3.1.8 will therefore mirror that of Theorem 3.1.7 but with this one
difference.

First, by decomposing Ik,β(SO(2N), θ) as in (3.2.6), using Lemma 3.2.2 and then
following the proof of Lemma 3.2.3, we get that

Ik,β(SO(2N), θ) ∼
2β∑

l1,...,lk=0

(−1)kβ+
∑k

m=1 lmcl(k, β)

(2πi)2kβ(2kβ)!
N |Ak,β;l|eiN

∑2kβ
n=1 µn

×
∮
C0

· · ·
∮
C0

∏
1≤m<n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

f(v; l)

2kβ∏
n=1

dvn,

(3.3.5)

where the µn, the set Ak,β;l and the function f(v; l) are as defined in (3.2.17), (3.2.34)
and (3.2.41) respectively. We then proceed as in the proof of Proposition 3.2.4 with
the change being that we will replace the set Tk,β;l by

∼
T k,β;l := {(m,n) : 1 ≤ m < n ≤ 2kβ, µm + µn ̸= 0}

= {(m,n) : 1 ≤ m < n ≤ 2kβ} \ Ak,β;l, (3.3.6)

and for 1 ≤ σ ≤ τ ≤ k, we define the subsets

∼
U

+

σ,τ ;l := {(m,n) ∈
∼
T k,β;l : µm + µn = θσ + θτ} (3.3.7)

∼
U

−

σ,τ ;l := {(m,n) ∈
∼
T k,β;l : µm + µn = −(θσ + θτ )}, (3.3.8)
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and

∼
V

+

σ,τ ;l := {(m,n) ∈
∼
T k,β;l : µm + µn = θσ − θτ} (3.3.9)

∼
V

−

σ,τ ;l := {(m,n) ∈
∼
T k,β;l : µm + µn = −(θσ − θτ )}. (3.3.10)

After making the same change of variables tm = Nθm, the product of (1− e−zm−zn)−1

terms will be

∏
1≤m<n≤2kβ
µm+µn ̸=0

(
1− e−

(vm+vn)
N

−i(µm+µn)
)−1

∼
∏

1≤σ≤τ≤k

∏
(m,n)∈

∼
U

+

σ,τ ;l

N

vm + vn + i(tσ + tτ )

∏
(m,n)∈

∼
U

−
σ,τ ;l

N

vm + vn − i(tσ + tτ )

×
∏

(m,n)∈
∼
V
+

σ,τ ;l

N

vm + vn + i(tσ − tτ )

∏
(m,n)∈

∼
V
−
σ,τ ;l

N

vm + vn − i(tσ − tτ )
. (3.3.11)

The power of N coming from this product is

|
∼
T k,β;l| = kβ(2kβ − 1)− |Ak,β;l|. (3.3.12)

Taking into account this difference and proceeding exactly as in the proof of
Proposition 3.2.4, we see that in this case, we will obtain

MoMSO(2N)(k, β) ∼ γSO(k, β)N
kβ(2kβ−1)−k, (3.3.13)

where

γSO(k, β) :=

2β∑
l1,...,lk=0

(−1)kβ+
∑k

m=1 lmcl(k, β)

(2π)k(2πi)2kβ(2kβ)!

∮
C0

· · ·
∮
C0

f(v; l)Ωk,β(v; l)

2kβ∏
n=1

dvn,

(3.3.14)
and

Ωk,β(v; l) :=

∫ ∞

0

· · ·
∫ ∞

0

e2i
∑k

m=1(lm−β)tm
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×
∏

1≤σ≤τ≤k

∏
(m,n)∈

∼
U

+

σ,τ ;l

(vm + vn + i(tσ + tτ ))
−1
∏

(m,n)∈
∼
U

−
σ,τ ;l

(vm + vn − i(tσ + tτ ))
−1∏

(m,n)∈
∼
V
+

σ,τ ;l

(vm + vn + i(tσ − tτ ))
∏

(m,n)∈
∼
V
−
σ,τ ;l

(vm + vn − i(tσ − tτ ))

× dt1 · · · dtk. (3.3.15)

Finally, comparing the asymptotic formula (3.3.13) to the result of Theorem 3.1.6
shows that γSO(k, β) = cSO(k, β) > 0 which completes the proof of Theorem 3.1.8.

3.3.2 Moments of moments of an orthogonal family of L-

functions

For a family of L-functions with orthogonal symmetry, we consider the quadratic
twists of an elliptic curve L-function defined in Section 1.5.2. Let E be an elliptic
curve defined over Q with conductor ME. Recall that the L-function attached to E
is defined for Re(s) > 1 by

LE(s) =
∞∑
n=1

an
ns+1/2

=
∏
p|M

(
1−app−s− 1

2

)−1
∏
p∤M

(
1−app−s− 1

2 +p−2s
)−1

:=
∏
p

Lp(p
−s),

(3.3.16)
where the ap are related to the number of points on the reduction of E mod p.
Moreover, LE(s) can be analytically continued to C and satisfies the functional
equation

LE(s) = wEY (s)LE(1− s), (3.3.17)

where wE = ±1 is the sign of the functional equation and

Y (s) =

(√
ME

2π

)1−2s

Γ

(
3

2
− s

)
Γ

(
1

2
+ s

)−1

. (3.3.18)

For d a fundamental discriminant with (d,M) = 1, the twist of LE(s) by the quadratic
character χd(n) = ( d

n
) is defined for Re(s) > 1 by

LE(s, χd) =
∞∑
n=1

anχd(n)

ns+1/2
. (3.3.19)

These twisted L-functions can also be analytically continued to C and they satisfy
the functional equation

LE(s, χd) = wEχd(−ME)Yd(s)LE(1− s, χd), (3.3.20)
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where Yd(s) = |d|1−2sY (s). The set of LE(s, χd) for which the sign wEχd(−ME) of
the functional equation equals +1 forms a family with even orthogonal symmetry
and so we use the special orthogonal group SO(2N) for comparison.

The moments of moments of this family are defined as

MoMLE
(k, β) =

1

D∗

∑∗

|d|≤D
wEχd(−ME)=1

(
1

2π

∫ 2π

0

LE(
1
2
+ iθ, χd)

2βdθ

)k

, (3.3.21)

where the sum is only over fundamental discriminants and D∗ is the number of terms
in the sum. The conjecture made in [BK21] for this family, based on Theorem 3.1.6,
is the following.

Conjecture 3.3.1 (Bailey and Keating). For k, β ∈ N and k, β not both 1, as
D → ∞,

MoMLE
(k, β) = ξ(k, β)cSO(k, β)(logD)kβ(2kβ−1)−k

(
1 +Ok,β

(
log−1D

))
, (3.3.22)

where cSO(k, β) corresponds to the leading order coefficient in (3.1.15) and ξ(k, β)
contains the arithmetic information.

For the sake of simplicity, we will assume that the conductor ME is square-free
and odd. The sign of the functional equation of the L-function LE(s, χd)

wEχd(−ME) = wEχd(−1)χd(ME) (3.3.23)

depends on χd(−1) and χd(ME). The factor χd(−1) is determined by the sign of d (it
is +1 if d > 0 and −1 if d < 0) and with our assumptions on the conductor ME, the
factor χd(ME) is determined by d (mod ME). Thus, we will restrict our attention to
the moments of moments over negative discriminants d with d ≡ a (mod ME) such
that wEχd(−ME) = +1 and define

MoM−
LE

(k, β; a) :=
1

D∗

∑∗

−D<d<0
d≡a (mod ME)

(
1

2π

∫ 2π

0

LE(
1
2
+ iθ, χd)

2βdθ

)k

. (3.3.24)

Once again, for k ∈ N, we may change the order of integration and summation
to write
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MoM−
LE

(k, β; a) =
1

(2π)k

∫ 2π

0

· · ·
∫ 2π

0

1

D∗

∑∗

−D<d<0
d≡a (mod ME)

k∏
m=1

LE(
1
2
+iθm, χd)

2βdθ1 · · · dθk,

(3.3.25)
and we have the following conjecture from the recipe of [CFK+05] for the shifted
moments in the integrand.

Conjecture 3.3.2 (Conrey et al.). Let k, β ∈ N and let θ = (θ1, . . . , θk) ∈ Rk. Then,

1

D∗

∑∗

−D<d<0
d≡a (mod ME)

k∏
m=1

LE(
1
2
+ iθm, χd)

2β

=
1

D∗

∑∗

−D<d<0
d≡a (mod ME)

k∏
m=1

Yd(
1
2
+ iθm)

βΥk,β(log |d|, θ) +O(D−δ), (3.3.26)

for some δ > 0, where

Υk,β(x, θ) =
(−1)kβ22kβ

(2πi)2kβ(2kβ)!

∮
· · ·
∮
H(z1, . . . , z2kβ)∆(z21 , . . . , z

2
2kβ)

2
∏2kβ

n=1 zn∏2kβ
n=1

∏k
m=1(zn − iθm)2β(zn + iθm)2β

× ex
∑2kβ

n=1 zndz1 . . . dz2kβ, (3.3.27)

in which the path of integration encloses the poles at ±iθm for 1 ≤ m ≤ k. Also,

H(z1, . . . , z2kβ) = Bkβ(z1, . . . , z2kβ)

2kβ∏
n=1

Y (1
2
+zn)

− 1
2

∏
1≤m<n≤2kβ

ζ(1+zm+zn), (3.3.28)

where Bkβ,a is the Euler product, absolutely convergent for
∑2kβ

n=1 |zn| < 1/2, defined
by

Bkβ,a(z1, . . . , z2kβ) =
∏
p∤ME

∏
1≤m<n≤2kβ

(
1− 1

p1+zm+zn

)

×

(
1

2

(
2kβ∏
n=1

Lp

(
1

p1/2+zn

)
+

2kβ∏
n=1

Lp

(
−1

p1/2+zn

))
+

1

p

)(
1 +

1

p

)−1
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×
∏
p|ME

(
2kβ∏
n=1

Lp

(
χa(p)

p1/2+zn

))
. (3.3.29)

Naturally, we define

MoM−
Υk,β

(D; a) :=
1

(2π)k

∫ 2π

0

· · ·
∫ 2π

0

1

D∗

∑∗

−D<d<0
d≡a (mod ME)

k∏
m=1

Yd(
1
2
+ iθm)

β

×Υk,β(log |d|, θ)
k∏

j=1

dθj, (3.3.30)

which should approximate MoM−
LE

(k, β; a) up to a power saving in D. Similarly to
the symplectic case considered earlier, we can clearly see the similarity between the
integral expressions for Υk,β(x, θ) above and Ik,β(SO(2N), θ) in (3.3.4) on identifying
x with N . Therefore, by following the proof of Theorem 3.1.8 and taking into account
the arithmetic factors just as in the case of the quadratic Dirichlet L-functions, one
can show that

MoM−
Υk,β

(D; a) ∼ Bkβ,a(0, . . . , 0)γSO(k, β)
1

D∗

∑∗

−D<d<0
d≡a (mod ME)

(log |d|)kβ(2kβ−1)−k

= Bkβ,a(0, . . . , 0)γSO(k, β)(logD)kβ(2kβ−1)−k
(
1 +O(log−1D)

)
.

(3.3.31)

As a consequence, Conjecture 3.3.1 also follows from the shifted moment conjec-
tures of [CFK+05].
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Chapter 4

Joint moments of characteristic
polynomials of random symplectic
and orthogonal matrices

In this chapter we obtain asymptotic formulae for the joint moments∫
G(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX (4.0.1)

of derivatives of the characteristic polynomials, where G(2N) is one the matrix en-
sembles Sp(2N), SO(2N) or O−(2N). Our main results give two explicit expressions
for the leading order coefficients for each of the matrix ensembles under consideration
and are detailed in section 4.2. We use our results to motivate conjectures for the
analogous joint moments of derivatives of families of L-functions with symplectic
or orthogonal symmetry. We also show that the prediction of our conjectures agree
with known results in the function field setting.

4.1 Moments of derivatives of characteristic polyno-

mials

In [CRS06], Conrey, Rubinstein and Snaith considered the problem of obtaining an
exact formula for the moments ∫

U(N)

|Λ′
X(1)|2k dX (4.1.1)

of the derivative of the characteristic polynomial over U(N). In particular, one would
like to have a formula valid for k ∈ C with Re(k) > −1/2. The complex moments of
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the derivatives are of interest as they can be used to infer information on the zeros of
the derivatives via Jensen’s formula. Another motivation is the link between random
matrix theory and the study of families of L-functions and their value distributions in
analytic number theory. Specifically, one can use formulae obtained for characteristic
polynomials of the various matrix ensembles to predict formulae for the corresponding
quantities for L-functions with the same symmetry type. For results on the radial
distribution of the zeros of the derivative of characteristic polynomials and on the
horizontal distribution of the zeros of the derivative of the Riemann zeta function,
see, for example, [DFF+10, Mez03] and [Sou98, Zha01], respectively.

For the ensemble of random unitary matrices U(N), Conrey, Rubinstein and
Snaith [CRS06] proved that for integer k ≥ 1, as N → ∞,∫

U(N)

|Λ′
X(1)|2k dX ∼ ckN

k2+2k, (4.1.2)

where

ck = (−1)k(k+1)/2

k∑
h=0

(
k

h

)(
d

dx

)k+h (
e−xx−k2/2 det

k×k

(
Ii+j−1(2

√
x)
))∣∣∣∣

x=0

, (4.1.3)

with In(x) denoting the modified Bessel function of the first kind. Also proven in
[CRS06] is a similar asymptotic formula for the 2k-th moment of the derivative of
ZX(s) at s = 1, where recall that ZX(s) is equal to the characteristic polynomial
ΛX(s) multiplied by a suitable factor so that ZX(e

−iθ) is real for θ ∈ R. As an
application, the authors use their result to conjecture asymptotic formulae for the 2k-
th moments of the derivative of the Riemann zeta function and of Hardy’s Z-function
on the critical line. Forrester and Witte [FW06] have given alternate expressions for
the leading order coefficients obtained in [CRS06] in terms of solutions to Painlevé
III differential equations.

Significant progress was made towards a formula for the non-integer moments of
the derivative by Alvarez [Alv22] who showed that for k ∈ N, the moments factor as∫

U(N)

|Λ′
X(1)|2k dX =

∫
U(N)

|ΛX(1)|2k dX × f(N ; k), (4.1.4)

where f(N ; k) is a polynomial of degree 2k expressed as a double multinomial sum
of determinants. See also the recent work of Alvarez, Conrey, Rubinstein and Snaith
[ACRS24] where they obtain several formulae for the moments
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∫
U(N)

|Λ′
X(x)|2k dX (4.1.5)

for both x on the unit circle and general x ∈ C.

Also of interest are the joint moments of the characteristic polynomial and its
derivative. For instance, in the unitary case, one is interested in the quantities∫

U(N)

|Λ′
X(1)|2M |ΛX(1)|2k−2M dX, (4.1.6)

and

FN(M,k) :=

∫
U(N)

|Z ′
X(1)|2M |ZX(1)|2k−2M dX. (4.1.7)

Hughes [Hug01] was able to show that the limit

F (M,k) = lim
N→∞

1

Nk2+2M
FN(M,k) (4.1.8)

exists when k and M are integers and conjectured expressions for the limit for all
real, suitable k and M . Dehaye [Deh08] gave an alternate proof of Hughes’ result
with the limit expressed as a certain combinatorial sum. In [Win12], Winn expressed
FN(h, k) in terms of sums over partitions which is also valid for non-integer M of
the form (2m− 1)/2 with m ∈ N. Hughes’ conjecture for the case of real exponents
k and M was proven by Assiotis, Keating and Warren in [AKW22] with an explicit
expression given for the limit in terms of the expectation of a certain random variable.
The characteristic function of this random variable was shown to be connected to a
Painlevé III differential equation in the full range of real M and integer k by Assiotis
et al. in [ABGS21]. In [AGS22], Assiotis, Gunes and Soor extend the results of
[AKW22] to the more general case of the circular Jacobi β ensemble. An asymptotic
formula for (4.1.6) when k ≥ M are both non-negative integers was obtained by
Bailey et al. [BBB+19a]. Basor et al. [BBB+19b] study the joint moments of ZX(s),
the analogue of Hardy’s Z-function, for integer k,M and establish a connection
between these and the σ-Painlevé V equation. We note that these joint moments
also exhibit a factorisation similar to (4.1.4). Namely, Theorem 4.8 in [Alv22] states
that

∫
U(N)

|Λ′
X(1)|2M |ΛX(1)|2k−2M dX =

∫
U(N)

|ΛX(1)|2k dX × f(N ; k,M), (4.1.9)
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where f(N ; k,M) is a polynomial in N of degree 2M .
More recently, there has been considerable interest in the joint moments∫

U(N)

|Λ(n1)
X (1)|2M |Λ(n2)

X (1)|2k−2M dX (4.1.10)

of higher order derivatives. In the case of general n1, n2, Barhoumi-Andréani [BA20]
gave an asymptotic formula for (4.1.10) for integer k and M with k ≥M and k ≥ 2,
where the leading order coefficient is given in the form of a certain (k − 1)-fold real
integral. Keating and Wei [KW24a] have obtained asymptotic formulae for (4.1.10)
and for the joint moments of the n1-th and n2-th derivatives of ZX(s) for all integers
k ≥ M ≥ 0. They give two explicit expressions for the leading order coefficients,
one in terms of derivatives of determinants involving the modified Bessel function
similarly to (4.1.3), and the other as combinatorial sums involving partitions. They
also use their results to motivate conjectures for the joint moments of the n1-th and
n2-th derivatives of the Riemann zeta function and of the Z-function. The conjectures
made in [KW24a] are shown to agree with the known results of Hall [Hal99, Hal04]
and Ingham [Ing27]. In [KW24b], Keating and Wei further explore the structure and
properties of their leading order coefficients. They establish recursive relations that
the coefficients satisfy and also build a connection to a solution of the σ-Painlevé
III′ equation. Recently, Assiotis, Gunes, Keating and Wei [AGKW24] proved the
convergence of the joint moments for the general case of an arbitrary number of
derivatives and real exponents. Specifically, the proved that for nj non-negative
integers and hj positive reals for j = 1, . . . , k, the limit

lim
N→∞

1

N s2+
∑k

j=1 hjnj

∫
U(N)

k∏
j=1

|V (nj)
X (0)|2hj dX (4.1.11)

exists, where s =
∑k

j=1 hj and where they define the characteristic polynomial slightly
differently as

VX(θ) = det(I − e−iθX). (4.1.12)

Similarly to [AKW22], the limit is given explicitly in terms of the expectations of
certain random variables.

4.1.1 The symplectic and orthogonal case

Extending the results of [CRS06] to the symplectic and orthogonal ensembles, Altuğ
et al. [ABP+14] considered the moments of the m-th derivative
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Mk(G(2N),m) :=

∫
G(2N)

(
Λ

(m)
X (1)

)k
dX. (4.1.13)

They prove asymptotic formulae for Mk(G(2N),m) as N → ∞ for integer k ≥ 1 when
G(2N) = Sp(2N) or G(2N) = SO(2N) and m = 2, and when G(2N) = O−(2N)

with m = 3. Recall that for X ∈ Sp(2N) or SO(2N), the characteristic polynomial
is of the form

ΛX(s) =
N∏
j=1

(1− se−iθj)(1− seiθj) =
N∏
j=1

(1 + s2 − 2s cos θj). (4.1.14)

A consequence of the form of the characteristic polynomial is that Λ′
X(1) may be

simply expressed in terms of ΛX(1). Specifically, we have that

Λ′
X(s) =

N∑
j=1

(2s− 2 cos θj)
N∏
k=1
k ̸=j

(1 + s2 − 2s cos θk), (4.1.15)

and so

Λ′
X(1) =

N∑
j=1

(2− 2 cos θj)
N∏
k=1
k ̸=j

(2− 2 cos θk)

=
N∑
j=1

N∏
k=1

(2− 2 cos θk)

= NΛX(1). (4.1.16)

Thus, the moments of the first derivative can be computed exactly using the result of
Keating and Snaith [KS00a] on the moments of ΛX(1). Therefore one is interested in
the moments of Λ′′

X(1) and higher order derivatives. If X ∈ O−(2N), then ΛX(1) = 0

and Λ′′
X(1) has as simple expression in terms of Λ′

X(1). Hence, in this case, it is the
moments of Λ′′′

X(1) and higher derivatives that are of interest.
The leading order coefficients obtained in [ABP+14] are given in terms of deriv-

atives of determinants involving hypergeometric functions. These determinants are
shown to satisfy a differential recurrence relation similar to a Toda lattice equation
connected to τ -function theory in the study of Painlevé differential equations. An in-
teresting question put forward in [ABP+14] is whether there is a differential equation
in the symplectic and orthogonal cases which plays a part analogous to Painlevé III
in the unitary setting. Gharakhloo and Witte [GW23] have made promising progress
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in this direction in their study of 2j− k and j− 2k bi-orthogonal polynomial systems
on the unit circle.

The authors of [ABP+14] also use their results to make conjectures for the
asymptotic behaviour of the moments of derivatives at the central point of L-
functions with symplectic or orthogonal symmetry. After stating our results in
section 4.2, we will extend these to give general conjectures for the joint moments of
the derivatives of families of L-functions with these symmetry types.

Finally, one may also consider the characteristic polynomials on the unit circle
and study the moments of derivatives of Λ̃A(θ) := ΛX(e

−iθ). In this case, Gunes
[Gun24] has studied the joint moments∫

Sp(2N)

|Λ̃A(0)|2s−h|Λ̃′′
A(0)|h dX, (4.1.17)

and obtained an asymptotic formula as N → ∞ in the range α(s + 3
2
) > h ≥ 0,

where α(x) denotes the greatest integer strictly less than x. The leading order
coefficient for (4.1.17) is given in terms of the expectation of a non-trivial random
variable. Moreover, a link between this coefficient and the σ-Painlevé III equation is
established and a conjecture for the analogous joint moments of quadratic Dirichlet
L-functions is made.

4.2 Statement of results

4.2.1 Notation

For any w = (w1, . . . , wk) ∈ Ck, the Vandermonde determinant is denoted by

∆(w) := det
k×k

(wj−1
i ) =

∏
1≤i<j≤k

(wj − wi), (4.2.1)

and we write w2 = (w2
i )1≤i≤k. We will also make use of Vandermonde determinants

of differential operators, written as

∆

(
d

dx

)
:= det

k×k

(
dj−1

dxj−1
i

)
=

∏
1≤i<j≤k

(
d

dxj
− d

dxi

)
. (4.2.2)

Lastly, for u ∈ C and m ∈ Z, we let

gm(u) :=
1

2πi

∮
|w|=1

ew+u/w2

wm+1
dw
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=
1

Γ(m+ 1)
0F2

(
;
m

2
+ 1,

m+ 1

2
;
u

4

)
. (4.2.3)

These hypergeometric functions will play the role that the modified Bessel function
plays in the unitary case. For negative m, say m = −l, one should interpret the
above expression as the limit as m→ −l.

4.2.2 Main results

Our first two theorems give an asymptotic formula for the joint moments of derivatives
of characteristic polynomials of matrices over Sp(2N).

Theorem 4.2.1. Let 0 ≤ n1 ≤ n2 be integers and let k1, k2 be non-negative integers,
not both 0. Set k = k1 + k2. Then, we have

∫
Sp(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX

= bSpk1,k2(n1, n2) · (2N)k(k+1)/2+k1n1+k2n2
(
1 +O(N−1)

)
, (4.2.4)

where

bSpk1,k2(n1, n2) =
(−1)k1n1+k2n2

2k(k+1)/2+k1n1+k2n2

∑
u1+···+uP=k1

(
k1

u1 . . . , uP

) ∑
v1+···+vQ=k2

(
k2

v1 . . . , vQ

)

× (n1!)
k1∏P

i=1(ai!)ui(
∏[n1/2]

j=1 j
∑P

i=1 uiai,j)

(n2!)
k2∏Q

i=1(bi!)vi(
∏[n2/2]

j=1 j
∑Q

i=1 vibi,j)

×
∑

∑k
i=1 rs,i=Ws

s=2,...,[n2/2]

[n2/2]∏
s=2

(
Ws

rs,1, . . . , rs,k

)( d

dx

)W1

det
k×k

(
g
2i−j+2

∑[n2/2]
s=2 srs,i

(x)
)∣∣∣∣

x=0

,

(4.2.5)

and, more explicitly,

∑
∑k

i=1 rs,i=Ws

s=2,...,[n2/2]

[n2/2]∏
s=2

(
Ws

rs,1, . . . , rs,k

)( d

dx

)W1

det
k×k

(
g
2i−j+2

∑[n2/2]
s=2 srs,i

(x)
)∣∣∣∣

x=0

(4.2.6)
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= (−1)k(k−1)/2
∑

∑k
i=1 rs,i=Ws

s=1,...,[n2/2]

(
n∏

s=1

(
Ws

rs,1, . . . , rs,k

))

×
k∏

j=1

1

(2k + 2
∑[n2/2]

s=1 srs,j + 1− 2j)!

∏
1≤i<j≤k

2

[n2/2]∑
s=1

srs,j − 2

[n2/2]∑
s=1

srs,i − 2j + 2i

 .

(4.2.7)

Here, we define P to be the number of distinct tuples ai := (ai,0, ai,1, . . . , ai,[n1/2]) of
integers satisfying

ai,j ≥ 0 and ai,0 + 2

[n1/2]∑
j=1

jai,j = n1,

and let a1, . . . ,aP be these such tuples. In other words, the tuples ai correspond to
the partitions of n1 whose parts are all even or equal to 1 and P is the number of
these such partitions. Similarly, Q is defined to be the number of distinct tuples
bi = (bi,0, bi,1, . . . , bi,[n2/2]) of integers satisfying

bi,j ≥ 0 and bi,0 + 2

[n2/2]∑
j=1

jbi,j = n2,

and we let b1, . . . ,bQ be these tuples. We define ai! :=
∏[n1/2]

j=0 ai,j! and bi! :=∏[n2/2]
j=0 bi,j!. Finally, Wj :=

∑P
i=1 uiai,j +

∑Q
i=1 vibi,j for j = 1, . . . , [n1/2] and Wj :=∑Q

i=1 vibi,j for j = [n1/2] + 1, . . . , [n2/2].

Theorem 4.2.2. Let 0 ≤ n1 ≤ n2 be integers and let k1, k2 be non-negative integers,
not both 0. Set k = k1 + k2. Then, we have

∫
Sp(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX

= bSpk1,k2(n1, n2) · (2N)k(k+1)/2+k1n1+k2n2
(
1 +O(N−1)

)
, (4.2.8)

where

bSpk1,k2(n1, n2) =
(−1)k(k−1)/2+k1n1+k2n2

2k(k+1)/2+k1n1+k2n2
(n1!)

k1(n2!)
k2

∑
2
∑k

j=1 li,j≤n1

i=1,...,k1

∑
2
∑k

j=1 mi,j≤n2

i=1,...,k2
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×

(
k1∏
i=1

1

(n1 − 2
∑k

j=1 li,j)!

)(
k2∏
i=1

1

(n2 − 2
∑k

j=1mi,j)!

)

×
k∏

j=1

1

(2k + Vj − 2j + 1)!

∏
1≤i<j≤k

(Vj − Vi − 2j + 2i). (4.2.9)

Here Vj := 2
∑k1

i=1 li,j + 2
∑k2

i=1mi,j for j = 1, . . . , k.

Our next two theorems give an asymptotic formula for the joint moments over
SO(2N).

Theorem 4.2.3. With notation as in Theorem 4.2.1, we have

∫
SO(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX

= bSOk1,k2(n1, n2) · (2N)k(k−1)/2+k1n1+k2n2
(
1 +O(N−1)

)
, (4.2.10)

where

bSOk1,k2(n1, n2) =
1

2k(k−3)/2+k1n1+k2n2

∑
u1+···+uP=k1

(
k1

u1 . . . , uP

) ∑
v1+···+vQ=k2

(
k2

v1 . . . , vQ

)

× (n1!)
k1∏P

i=1(ai!)ui(
∏[n1/2]

j=1 j
∑P

i=1 uiai,j)

(n2!)
k2∏Q

i=1(bi!)vi(
∏[n2/2]

j=1 j
∑Q

i=1 vibi,j)

×
∑

∑k
i=1 rs,i=Ws

s=2,...,[n2/2]

[n2/2]∏
s=2

(
Ws

rs,1, . . . , rs,k

)( d

dx

)W1

det
k×k

(
g
2i−j−1+2

∑[n2/2]
s=2 srs,i

(x)
)∣∣∣∣

x=0

,

(4.2.11)

and, more explicitly,

∑
∑k

i=1 rs,i=Ws

s=2,...,[n2/2]

[n2/2]∏
s=2

(
Ws

rs,1, . . . , rs,k

)( d

dx

)W1

det
k×k

(
g
2i−j−1+2

∑[n2/2]
s=2 srs,i

(x)
)∣∣∣∣

x=0

(4.2.12)

= (−1)k(k−1)/2
∑

∑k
i=1 rs,i=Ws

s=1,...,[n2/2]

(
n∏

s=1

(
Ws

rs,1, . . . , rs,k

))
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×
k∏

j=1

1

(2k + 2
∑[n2/2]

s=1 srs,j − 2j)!

∏
1≤i<j≤k

2

[n2/2]∑
s=1

srs,j − 2

[n2/2]∑
s=1

srs,i − 2j + 2i

 .

(4.2.13)

Theorem 4.2.4. With notation as in Theorem 4.2.2, we have

∫
SO(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX

= bSOk1,k2(n1, n2) · (2N)k(k−1)/2+k1n1+k2n2
(
1 +O(N−1)

)
, (4.2.14)

where

bSOk1,k2(n1, n2) =
(−1)k(k−1)/2

2k(k−3)/2+k1n1+k2n2
(n1!)

k1(n2!)
k2

∑
2
∑k

j=1 li,j≤n1

i=1,...,k1

∑
2
∑k

j=1 mi,j≤n2

i=1,...,k2

×

(
k1∏
i=1

1

(n1 − 2
∑k

j=1 li,j)!

)(
k2∏
i=1

1

(n2 − 2
∑k

j=1mi,j)!

)

×
k∏

j=1

1

(2k + Vj − 2j)!

∏
1≤i<j≤k

(Vj − Vi − 2j + 2i). (4.2.15)

Our final theorem gives an asymptotic formula for the joint moments over O−(2N)

with the leading order coefficient expressed in terms of bSpk1,k2(n1, n2).

Theorem 4.2.5. Let 1 ≤ n1 ≤ n2 be integers and let k1, k2 be non-negative integers,
not both 0. Set k = k1 + k2. Then, we have

∫
O−(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX

= bO
−

k1,k2
(n1, n2) · (2N)k(k+1)/2+k1(n1−1)+k2(n2−1)

(
1 +O(N−1)

)
, (4.2.16)

where

bO
−

k1,k2
(n1, n2) = (−1)k1(n1−1)+k2(n2−1) 2knk1

1 n
k2
2 bSpk1,k2(n1 − 1, n2 − 1),

with bSpk1,k2(n1, n2) as defined in Theorems 4.2.1 and 4.2.2.

Our Theorems 4.2.1 and 4.2.3 exhibit the same structure as the asymptotic
formulae obtained in [ABP+14]. Namely, the leading order coefficients are expressed
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in terms of derivatives of determinants of the hypergeometric functions gm(u). As
mentioned earlier, these determinants were shown to satisfy a differential recurrence
relation [ABP+14, Theorem 1.5]. Explicitly, define

Tk,l(u) := det
k×k

(
g2i−j+l(u)

)
(4.2.17)

for k ≥ 1 and l ∈ Z. Then the differential recurrence relation that these determinants
satisfy is the following.

Theorem 4.2.6 (Altuğ et al.). Let k ≥ 1 be an integer and l ∈ Z. Then

Tk+1,l(u)Tk−1,l(u) = 2
(
uTk,l(u)T ′′

k,l(u) + Tk,l(u)T ′
k,l(u)− u(T ′

k,l(u))
2
)
. (4.2.18)

This recurrence relation allows for the expressions for the leading order coefficients
in Theorems 4.2.1 and 4.2.3 to be computed much more quickly as k1, k2 get large.
However, similarly to the unitary case considered in [KW24a], the formulae given for
the leading order coefficients in Theorems 4.2.1 and 4.2.3 may not be computationally
efficient when n1, n2 are large since one has to compute the tuples ai and bi. This
requires computing all of the partitions of n1 and n2 whose parts are all even or
equal to 1 and this is computationally demanding if n1, n2 are large. One also has to
compute all the partitions of k1 and k2 into P and Q parts respectively. This task
also increases quickly in complexity as n1, n2 and hence P,Q grow large. We note
that by taking n1 = 0, n2 = 2 and k1 = 0, k2 = k in Theorems 4.2.1 and 4.2.3, we
indeed recover the statements of Theorems 1.1 and 1.2 in [ABP+14].

Aside from giving an alternate expression for the leading order coefficients, which
are interesting in their own right, one advantage of Theorems 4.2.1 and 4.2.3 is that
the formulae are more computationally effective when n1, n2 are large and k1, k2 are
small. This is because the formulae for the coefficients in Theorems 4.2.1 and 4.2.3
require the computation of the even partitions, into k parts, of the integers less than
or equal to n1, n2. This problem grows quickly in complexity as k1, k2 get large and
so the formulae of Theorems 4.2.1 and 4.2.3 are preferable in the case that one wants
to compute numerical values of the leading coefficients with large n1, n2.

Lastly, in the case of the first moment of the n-th derivative of the characteristic
polynomial, we obtain the following simple expressions for the leading order coefficient.

Proposition 4.2.7. For n ≥ 1 an integer, we have that

bSp0,1(0, n) =
(−1)n

2(n+ 1)
.
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Also, for n ≥ 1, we have

bSO0,1 (0, n) = 1.

4.2.3 Conjectures for moments of derivatives of L-functions

Using the standard random matrix philosophy allows us to make conjectures based
on our results for the joint moments of derivatives of L-functions with symmetry
type Sp, SO or O− in the sense of [KS99b]. We give an example conjecture for the
family of quadratic Dirichlet L-functions at s = 1/2 below. This is an example of a
family with symplectic symmetry so we use our results for Sp(2N) as a model.

Conjecture 4.2.8. Let D(X) = {d a fundamental discriminant : |d| < X}, and let
L(s, χd) be the Dirichlet L-function attached to the quadratic character χd. Then, for
0 ≤ n1 ≤ n2 and k1, k2 ≥ 0 integers with k1, k2 not both 0, we have that as X → ∞,

1

|D(X)|
∑

d∈D(X)

L(n1)(1
2
, χd)

k1L(n2)(1
2
, χd)

k2 ∼ akb
Sp
k1,k2

(n1, n2)(logX)k(k+1)/2+k1n1+k2n2 ,

(4.2.19)
where k = k1 + k2 and bSpk1,k2(n1, n2) is the random matrix theory coefficient defined
in Theorems 4.2.1 and 4.2.2. Also,

ak =
∏
p

(1− 1/p)k(k+1)/2

1 + 1/p

(
(1− 1/

√
p)−k + (1 + 1/

√
p)−k

2
+

1

p

)
, (4.2.20)

is an arithmetic factor depending on the family of L-functions. In particular, ak is
the same coefficient appearing in Conjecture 1.5.1 for the moments of L(1

2
, χd).

One can naturally use our Theorems 4.2.1-4.2.5 to make analogous conjectures
for the joint moments of derivatives at the central point for any family of L-functions
with symplectic or orthogonal symmetry.

To the best of our knowledge, there are no results on the moments of derivatives
of these quadratic Dirichlet L-functions over number fields. However, the moments of
derivatives of the analogous quadratic Dirichlet L-functions over function fields have
been investigated. We will discuss the known results in the function field setting in
Chapter 7 where we find good agreement with the conjecture based on our results in
this chapter.
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4.3 Strategy for the proofs

Our strategy is to obtain the joint moments by differentiating the corresponding
shifted moments with respect to the shifts. Recall that we define the shifted moments
as

I(G(2N); z1, . . . , zk) :=

∫
G(2N)

ΛX(z1) · · ·ΛX(zk) dX, (4.3.1)

for G(2N) ∈ {Sp(2N), SO(2N), O−(2N)}. To illustrate the idea, we consider the
case of the k-th moment of the n-th derivative. As discussed in [ABP+14], a direct
calculation gives

dn

dαn
1

· · · d
n

dαn
k

I(G(2N); e−α1 , . . . , e−αk)
∣∣
αj=0

= (−1)nk
∫
G(2N)

(
n∑

j=0

{
n

j

}
Λ

(j)
X (1)

)k

dX,

(4.3.2)
where

{
n
j

}
denotes a Stirling number of the second kind. Then, one can show by

induction that the term corresponding to the n-th derivative Λ
(n)
X (1) gives the leading

order term in the sum in (4.3.2) as N → ∞. In other words,

∫
G(2N)

(
Λ

(n)
X (1)

)k
dX =

dn

dαn
1

· · · d
n

dαn
k

I(G(2N); e−α1 , . . . , e−αk)
∣∣
αj=0

(
1 +O(N−1)

)
.

(4.3.3)
A similar argument also applies to the joint moments of derivatives and so the
starting point for the proofs of Theorems 4.2.1-4.2.5 is the formula

∫
G(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX

=

k1∏
j=1

(
d

dαj

)n1 k∏
j=k1+1

(
d

dαj

)n2

I(G(2N); e−α1 , . . . , e−αk)
∣∣
αj=0

(
1 +O(N−1)

)
.

(4.3.4)

We will then use the multiple contour integral expressions of Conrey et al. [CFK+03]
for the shifted moments I(G(2N); e−α1 , . . . , e−αk) and evaluate the derivatives with
respect to the shifts αj. In fact, we will obtain two alternate expressions for the
derivatives and in both cases, we will compute the resulting contour integral explicitly.
This leads to the two expressions for the leading order coefficients bGk1,k2(n1, n2) in
Theorems 4.2.1-4.2.5. Lastly, our method of proof can also be applied to more general
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joint moments of the form∫
G(2N)

(
Λ

(n1)
X (1)

)k1
· · ·
(
Λ

(nm)
X (1)

)km
dX, (4.3.5)

for any positive integer m. In particular, the technical lemmas and propositions that
we cover in the next section are sufficient to obtain an asymptotic formula in the
more general case.

4.4 Preliminary lemmas and propositions

We begin with the following two lemmas concerning Vandermonde determinants of
differential operators. The first is quoted from [ABP+14, Lemma 2.8] and follows
from the definition.

Lemma 4.4.1. Let f1(x), . . . , fk(x) be k − 1 times differentiable. Then

∆

(
d

dx

) k∏
i=1

fi(xi) = det
k×k

(
f
(j−1)
i (xi)

)
. (4.4.1)

Lemma 4.4.2. Let f1(x, y), . . . , fk(x, y) be k − 1 times differentiable in x and y.
Then

∆

(
d

dx

)
∆

(
d

dy

) k∏
i=1

fi(xi, yi)

∣∣∣∣∣x1=···=xk=X,
y1=···=yk=Y

=
∑
µ∈Sk

det
k×k

(
di+j−2

dX i−1dY j−1
fµ(i)(X, Y )

)
.

(4.4.2)
In particular, when f1 = · · · = fk = f , we have

∆

(
d

dx

)
∆

(
d

dy

) k∏
i=1

f(xi, yi)

∣∣∣∣∣x1=···=xk=X,
y1=···=yk=Y

= k! det
k×k

(
di+j−2

dX i−1dY j−1
f(X, Y )

)
.

(4.4.3)

Proof. The case when f1 = · · · = fk = f is the result of [ABP+14, Lemma 2.9] and
the proof of the general case follows the same lines. By Lemma 4.4.1, we have

∆

(
d

dx

) k∏
i=1

fi(xi, yi) = det
k×k

(
dj−1

dxj−1
i

fi(xi, yi)

)
=
∑
µ∈Sk

sign(µ)
k∏

i=1

dµ(i)−1

dx
µ(i)−1
i

fi(xi, yi),

(4.4.4)
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where Sk is the set of permutations on {1, . . . , k} and the second equality follows
from the Leibniz formula for the determinant. Then, by Lemma 4.4.1 again, we have
that

∆

(
d

dx

)
∆

(
d

dy

) k∏
i=1

fi(xi, yi)

∣∣∣∣∣xi=X,
yi=Y

=
∑
µ∈Sk

sign(µ)∆
(
d

dy

) k∏
i=1

dµ(i)−1

dx
µ(i)−1
i

fi(xi, yi)

∣∣∣∣∣xi=X,
yi=Y

=
∑
µ∈Sk

sign(µ) det
k×k

(
dµ(i)+j−2

dx
µ(i)−1
i dyj−1

i

fi(xi, yi)

)∣∣∣∣∣xi=X,
yi=Y

=
∑
µ∈Sk

sign(µ) det
k×k

(
dµ(i)+j−2

dXµ(i)−1dY j−1
fi(X, Y )

)
=
∑
µ∈Sk

det
k×k

(
di+j−2

dX i−1dY j−1
fµ(i)(X, Y )

)
, (4.4.5)

where we have interchanged the rows of the matrix to obtain the final line.

We next express a certain contour integral in terms of the hypergeometric functions
gm(u).

Lemma 4.4.3. Let k ∈ Z and let n ≥ 1 be an integer. Then, for complex numbers
u1, . . . , un, we have

1

2πi

∮
|w|=1

exp

(
w +

n∑
j=1

uj
w2j

)
dw

wk+1
=

∞∑
m2,...,mn=0

(
n∏

j=2

u
mj

j

mj!

)
gk+2

∑n
j=2 jmj

(u1),

where gm(u) is the hypergeometric function defined in (4.2.3).

Proof. We compute the integral by determining the coefficient of wk in the exponential
factor of the integrand and then using the residue theorem. So, let an(k) be the
coefficient of wk in exp(w +

∑n
j=1 uj/w

2j). Then,

exp

(
w +

n∑
j=1

uj
w2j

)
= exp

( un
w2n

)
exp

(
w +

n−1∑
j=1

uj
w2j

)

=

(
∞∑

m=0

umn
m!

w−2nm

)(
∞∑

m=−∞

an−1(m)wm

)
.
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From this it follows that

an(k) =
∞∑

mn=0

umn
n

mn!
an−1(k + 2nmn)

=
∞∑

m2,...,mn=0

(
n∏

j=2

u
mj

j

mj!

)
a1

(
k + 2

n∑
j=2

jmj

)
.

We then see that by definition, a1(k + 2
∑n

j=2 jmj) = gk+2
∑n

j=2 jmj
(u1) and hence

an(k) =
∞∑

m2,...,mn=0

(
n∏

j=2

u
mj

j

mj!

)
gk+2

∑n
j=2 jmj

(u1),

as required.

The next lemma is Lemma 2.5 in [KW24a] which allows us to take higher order
derivatives of determinants of functions.

Lemma 4.4.4. Let s ≥ 0, k ≥ 1 be integers and ai,j(x) be s-th differentiable functions
of x. Then (

d

dx

)s

det
k×k

(ai,j(x)) =
∑

l1+···+lk=s

(
s

l1, . . . , lk

)
det
k×k

(
a
(li)
i,j (x)

)
,

where a(li)i,j (x) means that we take the li-th derivative of ai,j(x).

We also have the following lemma that allows us to explicitly evaluate certain
determinants whose entries are reciprocals of the Gamma function.

Lemma 4.4.5. Let k ≥ 1 and mj ≥ 0 be integers for j = 1, . . . , k. Then, we have

det
k×k

(
1

Γ(2k +mi − 2i− j + 2)

)
=

k∏
j=1

1

(2k +mj − 2j)!

∏
1≤i<j≤k

(mj −mi − 2j + 2i).

Proof. With our notation, equation (4.13) in [Nor04] can be written as

det
k×k

(
1

Γ(zi − j + 1)

)
=

∆(z1, . . . , zk)∏k
j=1 Γ(zj)

.

We take zi = 2k +mi − 2i+ 1 for i = 1, . . . , k. Then, we have that
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det
k×k

(
1

Γ(2k +mi − 2i− j + 2)

)
=

k∏
i=1

Γ(2k +mi − 2i+ 1)−1

×
∏

1≤i<j≤k

(mj − 2j −mi + 2i). (4.4.6)

Since 2k+mi−2i+1 ≥ 1 for 1 ≤ i ≤ k, we have that Γ(2k+mi−2i+1) = (2k+mi−2i)!

which completes the proof.

Now, for the shifted moments

I(G(2N); z1, . . . , zk) :=

∫
G(2N)

ΛX(z1) · · ·ΛX(zk) dX

of the characteristic polynomials, we will use the multiple contour integral expressions
due to Conrey et al. [CFK+03]. In fact, we will use the following approximate versions
of their formulae which follow easily from the results of [CFK+03] and the fact that
(1− e−x)−1 = x−1 +O(1) for small x.

Lemma 4.4.6 (Corollary 2.4 in [ABP+14]). Let α1, . . . , αk be complex numbers such
that |αj| ≪ 1/N for j = 1, 2, . . . , k. Then

I(Sp(2N); e−α1 , . . . , e−αk)

=
(−1)k(k−1)/2

(2πi)kk!

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1(wi−αi)∏
1≤i,j≤k(w

2
i − α2

j )

k∏
i=1

dwi

(
1 +O(N−1)

)
.

(4.4.7)

Lemma 4.4.7 (Corollary 2.5 in [ABP+14]). Let α1, . . . , αk be complex numbers such
that |αj| ≪ 1/N for j = 1, 2, . . . , k. Then

I(SO(2N); e−α1 , . . . , e−αk)

=
(−1)k(k−1)/22k

(2πi)kk!

∮
· · ·
∮
|wi|=1

∆(w)∆(w2)(
∏k

i=1wi)∏
1≤i,j≤k(w

2
i − α2

j )

× eN
∑k

i=1(wi+αi)

k∏
i=1

dwi

(
1 +O(N−1)

)
. (4.4.8)
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Lemma 4.4.8 (Corollary 2.6 in [ABP+14]). Let α1, . . . , αk be complex numbers such
that |αj| ≪ 1/N for j = 1, 2, . . . , k. Then

I(O−(2N); e−α1 , . . . , e−αk)

=
(−1)k(k−1)/22k

(2πi)kk!

∮
· · ·
∮
|wi|=1

∆(w)∆(w2)(
∏k

i=1 αi)∏
1≤i,j≤k(w

2
i − α2

j )

× eN
∑k

i=1(wi+αi)

k∏
i=1

dwi

(
1 +O(N−1)

)
. (4.4.9)

As mentioned earlier, we obtain a formula for the joint moments by taking the
derivatives of the shifted moments. The next two lemmas give us two expressions
for the derivatives of the above contour integral expressions for the shifted moments
with respect to the shifts αj.

Lemma 4.4.9. Let n ≥ 0 and k ≥ 1 be integers. Then

dn

dαn

e−Nα∏k
i=1(w

2
i − α2)

∣∣∣∣∣
α=0

=

(
k∏

i=1

1

w2
i

)
n∑

m=0

(
n

m

)
(−N)n−mm!

∑
l1+···+lk=m

lj even

k∏
i=1

1

wli
i

.

(4.4.10)

Proof. The derivative is computed using the product rule and follows from the proof
of Lemma 2.7 in [ABP+14] where we have corrected a typo. Specifically, in our
notation, it is written in the proof of [ABP+14, Lemma 2.7] that

dn

dαn

e−Nα∏k
i=1(w

2
i − α2)

=

(
k∏

i=1

1

w2
i

)
n∑

m=0

(
n

m

)
(−N)n−me−Nα

∑
l1+···+lk=m

lj even

k∏
i=1

li!

wli
i

,

(4.4.11)
where it should read

dn

dαn

e−Nα∏k
i=1(w

2
i − α2)

=

(
k∏

i=1

1

w2
i

)
n∑

m=0

(
n

m

)
(−N)n−mm! e−Nα

∑
l1+···+lk=m

lj even

k∏
i=1

1

wli
i

.

(4.4.12)

Lemma 4.4.10. Let n ≥ 0 and k ≥ 1 be integers. Then
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dn

dαn

e−Nα∏k
i=1(w

2
i − α2)

∣∣∣∣∣
α=0

=

(
k∏

i=1

1

w2
i

) ∑
m1+2m2+···+nmn=n

m3=m5=···=0

n!

m1! · · ·mn!
(−N)m1

×
[n/2]∏
j=1

(
1

j

k∑
i=1

1

w2j
i

)m2j

. (4.4.13)

Proof. The proof is similar to that of Lemma 2.1 in [KW24a]. First, we have

d

dα

e−Nα∏k
i=1(w

2
i − α2)

=
e−Nα∏k

i=1(w
2
i − α2)

f1(α), (4.4.14)

where

f1(α) = −N + 2α
k∑

i=1

1

w2
i − α2

. (4.4.15)

We can then write

dn

dαn

e−Nα∏k
i=1(w

2
i − α2)

=
e−Nα∏k

i=1(w
2
i − α2)

fn(α), (4.4.16)

where fn(α) is defined recursively by

fn+1(α) = fn(α)f1(α) + f ′
n(α). (4.4.17)

Now, let g(α) be a function such that g′(α) = f1(α). Then, we have that

dn

dαn
eg(α) = eg(α)fn(α). (4.4.18)

But, by Faà di Bruno’s formula, we also have that

dn

dαn
eg(α) = eg(α)

∑
m1+2m2+···+nmn=n

n!

m1! · · ·mn!

n∏
j=1

(
g(j)(α)

j!

)mj

= eg(α)
∑

m1+2m2+···+nmn=n

n!

m1! · · ·mn!

n∏
j=1

(
f
(j−1)
1 (α)

j!

)mj

. (4.4.19)

Comparing the above two expressions for (d/dα)neg(α), we see that

fn(α) =
∑

m1+2m2+···+nmn=n

n!

m1! · · ·mn!

n∏
j=1

(
f
(j−1)
1 (α)

j!

)mj

. (4.4.20)
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One can check that for j ≥ 1, we have

f
(j)
1 (0) =

0 if j even,

2j!
∑k

i=1w
−(1+j)
i if j odd.

(4.4.21)

Hence, we have that

fn(0) =
∑

m1+2m2+···+nmn=n
m3=m5=···=0

n!

m1! · · ·mn!
(−N)m1

[n/2]∏
j=1

(
1

j

k∑
i=1

1

w2j
i

)m2j

. (4.4.22)

Evaluating (4.4.16) at α = 0 using this expression for fn(0) yields the desired
result.

In the following two propositions we will compute the main contour integrals that
we need to evaluate.

Proposition 4.4.11. Let k ≥ 1 and n ≥ 1 be integers. Also, let (m1, . . . ,mn) be a
tuple of non-negative integers. Then, we have

1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1 wi

n∏
j=1

(
k∑

i=1

1

w2j
i

)mj k∏
i=1

dwi

w2k
i

= (−1)k(k−1)/2k!Nk(k+1)/2+2
∑n

j=1 jmj

∑
∑k

i=1 rs,i=ms

s=2,...,n

(
n∏

s=2

(
ms

rs,1, . . . , rs,k

))

×
(
d

du

)m1

det
k×k

(
g2i−j+2

∑n
s=2 srs,i

(u)
)∣∣∣∣

u=0

, (4.4.23)

and, more explicitly,

1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1 wi

n∏
j=1

(
k∑

i=1

1

w2j
i

)mj k∏
i=1

dwi

w2k
i

= k!Nk(k+1)/2+2
∑n

j=1 jmj

∑
∑k

i=1 rs,i=ms

s=1,...,n

(
n∏

s=1

(
ms

rs,1, . . . , rs,k

))
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×
k∏

j=1

1

(2k + 2
∑n

s=1 srs,j + 1− 2j)!

∏
1≤i<j≤k

(
2

n∑
s=1

srs,j − 2
n∑

s=1

srs,i − 2j + 2i

)
.

(4.4.24)

Also, we have

1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1 wi

n∏
j=1

(
k∑

i=1

1

w2j
i

)mj k∏
i=1

dwi

w2k−1
i

= (−1)k(k−1)/2k!Nk(k−1)/2+2
∑n

j=1 jmj

∑
∑k

i=1 rs,i=ms

s=2,...,n

(
n∏

s=2

(
ms

rs,1, . . . , rs,k

))

×
(
d

du

)m1

det
k×k

(
g2i−j−1+2

∑n
s=2 srs,i

(u)
)∣∣∣∣

u=0

, (4.4.25)

and, more explicitly,

1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1 wi

n∏
j=1

(
k∑

i=1

1

w2j
i

)mj k∏
i=1

dwi

w2k−1
i

= k!Nk(k−1)/2+2
∑n

j=1 jmj

∑
∑k

i=1 rs,i=ms

s=1,...,n

(
n∏

s=1

(
ms

rs,1, . . . , rs,k

))

×
k∏

j=1

1

(2k + 2
∑n

s=1 srs,j − 2j)!

∏
1≤i<j≤k

(
2

n∑
s=1

srs,j − 2
n∑

s=1

srs,i − 2j + 2i

)
.

(4.4.26)

Proof. First, note that

∆(w2) = ∆

(
d

dX

)
exp

(
k∑

i=1

w2
iXi

)∣∣∣∣∣
Xi=0

, (4.4.27)

and

∆(w) eN
∑k

i=1 wi = ∆

(
d

dY

)
exp

(
k∑

i=1

wiYi

)∣∣∣∣∣
Yi=N

. (4.4.28)

We may also write
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n∏
j=1

(
k∑

i=1

1

w2j
i

)mj

=
n∏

j=1

(
d

dtj

)mj

exp

(
n∑

j=1

tj

k∑
i=1

1

w2j
i

)∣∣∣∣∣
tj=0

. (4.4.29)

Then, we have that

1

(2πi)k

∮
· · ·
∮

∆(w)∆(w2) eN
∑k

i=1 wi

n∏
j=1

(
k∑

i=1

1

w2j
i

)mj k∏
i=1

dwi

w2k
i

= ∆

(
d

dX

)
∆

(
d

dY

) n∏
j=1

(
d

dtj

)mj

× 1

(2πi)k

∮
· · ·
∮

exp

(
k∑

i=1

(
w2

iXi + wiYi +
n∑

j=1

tj

w2j
i

))
k∏

i=1

dwi

w2k
i

∣∣∣∣∣Xi=0,
Yi=N,
tj=0

=
n∏

j=1

(
d

dtj

)mj

∆

(
d

dX

)
∆

(
d

dY

)

×
k∏

i=1

(
1

2πi

∮
|w|=1

exp

(
w2Xi + wYi +

n∑
j=1

tj
w2j

)
dw

w2k

)∣∣∣∣∣Xi=0,
Yi=N,
tj=0

= k!
n∏

j=1

(
d

dtj

)mj

× det
k×k

(
di+j−2

dX i−1dY j−1

1

2πi

∮
|w|=1

exp

(
w2X + wY +

n∑
l=1

tl
w2l

)
dw

w2k

)∣∣∣∣∣X=0,
Y=N,
tl=0

,

(4.4.30)

where the last line is by Lemma 4.4.2. Now,

di+j−2

dX i−1dY j−1

1

2πi

∮
exp

(
w2X + wY +

n∑
l=1

tl
w2l

)
dw

w2k

∣∣∣∣∣
X=0,
Y=N

=
1

2πi

∮
exp

(
wN +

n∑
l=1

tl
w2l

)
dw

w2k−2i−j+3

=
N2k−2i−j+2

2πi

∮
exp

(
w +

n∑
l=1

N2ltl
w2l

)
dw

w2k−2i−j+3
. (4.4.31)

Therefore, we have
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1

(2πi)k

∮
· · ·
∮

∆(w)∆(w2) eN
∑k

i=1 wi

n∏
j=1

(
k∑

i=1

1

w2j
i

)mj k∏
i=1

dwi

w2k
i

=k!
n∏

j=1

(
d

dtj

)mj

det
k×k

(
N2k−2i−j+2

2πi

∮
exp

(
w +

n∑
l=1

N2ltl
w2l

)
dw

w2k−2i−j+3

)∣∣∣∣∣
tj=0

=k!Nk(k+1)/2

n∏
j=1

(
d

dtj

)mj

det
k×k

(
1

2πi

∮
exp

(
w +

n∑
l=1

N2ltl
w2l

)
dw

w2k−2i−j+3

)∣∣∣∣∣
tj=0

=k!Nk(k+1)/2+
∑n

j=1 2jmj

n∏
j=1

(
d

duj

)mj

× det
k×k

(
1

2πi

∮
exp

(
w +

n∑
l=1

ul
w2l

)
dw

w2k−2i−j+3

)∣∣∣∣∣
uj=0

=(−1)k(k−1)/2k!Nk(k+1)/2+
∑n

j=1 2jmj

n∏
j=1

(
d

duj

)mj

× det
k×k

(
1

2πi

∮
exp

(
w +

n∑
l=1

ul
w2l

)
dw

w2i−j+1

)∣∣∣∣∣
uj=0

, (4.4.32)

where we have used the fact that detk×k(N
−2i−jai,j) = N−3k(k+1)/2 detk×k(ai,j). Also,

the fourth line follows from the change of variables uj = N2jtj, and in the last line
we have interchanged the rows of the matrix by mapping i 7→ k + 1− i. Next, by
Lemma 4.4.3, the contour integral appearing in the determinant is

1

2πi

∮
exp

(
w +

n∑
l=1

ul
w2l

)
dw

w2i−j+1
=

∞∑
l2,...,ln=0

(
n∏

s=2

ulss
ls!

)
g2i−j+2

∑n
s=2 sls

(u1).

(4.4.33)
We use Lemma 4.4.4 to carry out the differentiation of the determinant with respect
to u2, . . . , un which gives us

n∏
j=1

(
d

duj

)mj

det
k×k

(
1

2πi

∮
exp

(
w +

n∑
l=1

ul
w2l

)
dw

w2i−j+1

)∣∣∣∣∣
uj=0

=
∑

∑k
i=1 rs,i=ms

s=2,...,n

(
n∏

s=2

(
ms

rs,1, . . . , rs,k

))
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×
(

d

du1

)m1

det
k×k

(
n∏

s=2

(
d

dus

)rs,i ∞∑
l2,...,ln=0

(
n∏

s=2

ulss
ls!

)
g2i−j+2

∑n
s=2 sls

(u1)

)∣∣∣∣∣
uj=0

=
∑

∑k
i=1 rs,i=ms

s=2,...,n

(
n∏

s=2

(
ms

rs,1, . . . , rs,k

))(
d

du

)m1

det
k×k

(
g2i−j+2

∑n
s=2 srs,i

(u)
)∣∣∣∣

u=0

.

(4.4.34)

Putting it all together and using (4.4.34) in (4.4.32) yields (4.4.23). We obtain the
more explicit expression of (4.4.24) by performing the final derivative with respect
to u and computing the resulting determinant. By Lemma 4.4.4 again,

∑
∑k

i=1 rs,i=ms

s=2,...,n

(
n∏

s=2

(
ms

rs,1, . . . , rs,k

))(
d

du

)m1

det
k×k

(
g2i−j+2

∑n
s=2 srs,i

(u)
)∣∣∣∣

u=0

=
∑

∑k
i=1 rs,i=ms

s=1,...,n

(
n∏

s=1

(
ms

rs,1, . . . , rs,k

))
det
k×k

((
d

du

)r1,i

g2i−j+2
∑n

s=2 srs,i
(u)

)∣∣∣∣
u=0

.

(4.4.35)

By definition, for j ≥ 0 we have that

(
d

du

)j

gm(u) =
1

2πi

∮
|w|=1

ew+u/w2

wm+2j+1
dw = gm+2j(u), (4.4.36)

and

gm(0) =
1

2πi

∮
|w|=1

ew

wm+1
dw =

1

Γ(m+ 1)
. (4.4.37)

Thus, the sum in (4.4.34) is equal to

∑
∑k

i=1 rs,i=ms

s=1,...,n

(
n∏

s=1

(
ms

rs,1, . . . , rs,k

))
det
k×k

(
1

Γ(2i− j + 2
∑n

s=1 srs,i + 1)

)
. (4.4.38)

We evaluate the determinant above by first making the change of variables i 7→ k+1−i
and defining r̃s,i = rs,k+1−i so that the sum becomes.
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(−1)k(k−1)/2
∑

∑k
i=1 rs,i=ms

s=1,...,n

(
n∏

s=1

(
ms

rs,1, . . . , rs,k

))

× det
k×k

(
1

Γ(2k − 2i− j + 2
∑n

s=1 sr̃s,i + 3)

)
. (4.4.39)

Note that since
∑k

i=1 rs,i =
∑k

i=1 r̃s,i, we may drop the tildes and then apply Lemma
4.4.5 to the determinant. Using the resulting expression for the sum in (4.4.34) yields
(4.4.24). The proofs of (4.4.25) and (4.4.26) are similar.

Proposition 4.4.12. Let k ≥ 1 and mj be integers for j = 1, . . . , k. Then, we have

1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1 wi∏k
j=1w

2k+mj

j

k∏
i=1

dwi

=
∑
µ∈Sk

det
k×k

(
N2k+mµ(i)−2i−j+2

Γ(2k +mµ(i) − 2i− j + 3)

)
. (4.4.40)

Proof. As in the proof of Proposition 4.4.11, we write

∆(w)∆(w2) eN
∑k

i=1 wi = ∆

(
d

dX

)
∆

(
d

dY

)
exp

(
k∑

i=1

w2
iXi + wiYi

)∣∣∣∣∣Xi=0,
Yi=N

.

(4.4.41)
Then, we have that

1

(2πi)k

∮
· · ·
∮

∆(w)∆(w2) eN
∑k

i=1 wi∏k
j=1w

2k+mj

j

k∏
i=1

dwi

= ∆

(
d

dX

)
∆

(
d

dY

) k∏
i=1

fi(Xi, Yi)

∣∣∣∣∣Xi=0,
Yi=N

, (4.4.42)

where

fi(Xi, Yi) =
1

2πi

∮
|w|=1

e(w
2Xi+wYi)

w2k+mi
dw. (4.4.43)

So, by Lemma 4.4.2, we have
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1

(2πi)k

∮
· · ·
∮

∆(w)∆(w2) eN
∑k

i=1 wi∏k
j=1w

2k+mj

j

k∏
i=1

dwi

=
∑
µ∈Sk

det
k×k

(
di+j−2

dX i−1dY j−1
fµ(i)(X, Y )

)∣∣∣∣
X=0,
Y=N

. (4.4.44)

Now,

di+j−2

dX i−1dY j−1
fµ(i)(X, Y )

∣∣
X=0,
Y=N

=
1

2πi

∮
|w|=1

eNw

w2k+mµ(i)−2i−j+3
dw

=
N2k+mµ(i)−2i−j+2

Γ(2k +mµ(i) − 2i− j + 3)
, (4.4.45)

and the proposition follows.

4.5 Proofs of the main results

In this section we will present the proofs of our main results. Following the strategy
outlined in Section 4.3, we obtain a formula the joint moments by differentiating the
corresponding shifted moments with respect to the shifts. Hence, we begin with the
fact that

∫
G(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX

=

k1∏
j=1

(
d

dαj

)n1 k∏
j=k1+1

(
d

dαj

)n2

I(G(2N); e−α1 , . . . , e−αk)
∣∣
αj=0

(
1 +O(N−1)

)
,

(4.5.1)

where k = k1 + k2. Also, the error terms in Lemmas 4.4.6-4.4.8 are uniform in α so
we do indeed obtain an asymptotic formula after performing the differentiation.

4.5.1 The symplectic group Sp(2N)

Here we consider the symplectic case and prove Theorems 4.2.1 and 4.2.2.

Proof of Theorem 4.2.1. By (4.5.1) and Lemma 4.4.6, we have that
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∫
Sp(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX =

(−1)k(k−1)/2

k!
JSp
k1,k2

(n1, n2)
(
1 +O(N−1)

)
,

(4.5.2)
where

JSp
k1,k2

(n1, n2) =

k1∏
j=1

(
d

dαj

)n1 k∏
j=k1+1

(
d

dαj

)n2

× 1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1(wi−αi)∏
1≤i,j≤k(w

2
i − α2

j )

k∏
i=1

dwi

∣∣∣∣∣
αj=0

.

(4.5.3)

What remains is to evaluate the integral JSp
k1,k2

(n1, n2). We use Lemma 4.4.10 to
carry out the differentiation and obtain

JSp
k1,k2

(n1, n2) =
1

(2πi)k

∮
· · ·
∮

∆(w)∆(w2) eN
∑k

i=1 wi

×

( ∑
a1+2a2+···+n1an1=n1

a3=a5=···=0

n1!

a1! · · · an1 !
(−N)a1

[n1/2]∏
j=1

(
1

j

k∑
i=1

1

w2j
i

)a2j )k1

×

( ∑
b1+2b2+···+n2bn2=n2

b3=b5=···=0

n2!

b1! · · · bn2 !
(−N)b1

[n2/2]∏
j=1

(
1

j

k∑
i=1

1

w2j
i

)b2j )k2

×
k∏

i=1

dwi

w2k
i

. (4.5.4)

Recall the definition of the tuples ai and bi defined in the statement of the theorem.
Then, we can expand the brackets in the integrand of JSp

k1,k2
(n1, n2) as

( ∑
a1+2a2+···+n1an1=n1

a3=a5=···=0

n1!

a1! · · · an1 !
(−N)a1

[n1/2]∏
j=1

(
1

j

k∑
i=1

1

w2j
i

)a2j )k1

=
∑

u1+···+uP=k1

(
k1

u1, . . . , uP

)
(n1!)

k1∏P
i=1(ai!)ui

(−N)
∑P

i=1 uiai,0

[n1/2]∏
j=1

(
1

j

k∑
l=1

1

w2j
l

)∑P
i=1 uiai,j

,

(4.5.5)
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with a similar expression for the bracket to the power of k2 in the integrand. Using
these expansions, our expression for JSp

k1,k2
(n1, n2) becomes

JSp
k1,k2

(n1, n2) =
∑

u1+···+uP=k1

(
k1

u1, . . . , uP

)
(n1!)

k1(−N)
∑P

i=1 uiai,0∏P
i=1(ai!)ui(

∏[n1/2]
j=1 j

∑P
i=1 uiai,j)

×
∑

v1+···+vQ=k2

(
k2

v1, . . . , vQ

)
(n2!)

k2(−N)
∑Q

i=1 vibi,0∏Q
i=1(bi!)vi(

∏[n2/2]
j=1 j

∑Q
i=1 vibi,j)

× 1

(2πi)k

∮
· · ·
∮

∆(w)∆(w2) eN
∑k

i=1 wi

[n2/2]∏
j=1

(
k∑

l=1

1

w2j
l

)Wj k∏
i=1

dwi

w2k
i

,

(4.5.6)

where Wj :=
∑P

i=1 uiai,j +
∑Q

i=1 vibi,j for j = 1, . . . , [n1/2] and Wj :=
∑Q

i=1 vibi,j for
j = [n1/2] + 1, . . . , [n2/2]. We now apply Proposition 4.4.11 to the contour integral
above with mj = Wj. In particular, using (4.4.23) gives us that

JSp
k1,k2

(n1, n2)

= (−1)k(k−1)/2k!Nk(k+1)/2
∑

u1+···+uP=k1

(
k1

u1, . . . , uP

)
(n1!)

k1(−N)
∑P

i=1 uiai,0∏P
i=1(ai!)ui(

∏[n1/2]
j=1 j

∑P
i=1 uiai,j)

×
∑

v1+···+vQ=k2

(
k2

v1, . . . , vQ

)
(n2!)

k2(−N)
∑Q

i=1 vibi,0∏Q
i=1(bi!)vi(

∏[n2/2]
j=1 j

∑Q
i=1 vibi,j)

·N2
∑[n2/2]

j=1 jWj

×
∑

∑k
i=1 rs,i=Ws

s=2,...,[n2/2]

[n2/2]∏
s=2

(
Ws

rs,1, . . . , rs,k

)( d

dx

)W1

det
k×k

(
g
2i−j+2

∑[n2/2]
s=2 srs,i

(x)
)∣∣∣∣

x=0

.

(4.5.7)

Using the definition of Wj, we compute the power of N in the summand as

P∑
i=1

uiai,0 +

Q∑
i=1

vibi,0 + 2

[n2/2]∑
j=1

jWj =
P∑
i=1

ui

ai,0 + 2

[n1/2]∑
j=1

jai,j


+

Q∑
i=1

vi

bi,0 + 2

[n2/2]∑
j=1

jbi,j


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= n1

P∑
i=1

ui + n2

Q∑
i=1

vi

= k1n1 + k2n2. (4.5.8)

Also, since ai,0 ≡ n1 (mod 2) and bi,0 ≡ n2 (mod 2) for all i, the factor of (−1) in
the summand is

(−1)
∑P

i=1 uiai,0+
∑Q

i=1 vibi,0 = (−1)n1
∑P

i=1 ui+n2
∑Q

i=1 vi = (−1)k1n1+k2n2 . (4.5.9)

Combining these two observations with our expression for JSp
k1,k2

(n1, n2) and using
(4.5.2) yields the statement of the theorem.

Proof of Theorem 4.2.2. We begin as in the proof of Theorem 4.2.1 with (4.5.2) and
(4.5.3). We use Lemma 4.4.9 for the derivatives in this case which gives us that

JSp
k1,k2

(n1, n2) =
1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1 wi

×

(
n1∑

m=0

(
n1

m

)
(−N)n1−mm!

∑
l1+···+lk=m

lj even

k∏
i=1

1

wli
i

)k1

×

(
n2∑

m=0

(
n2

m

)
(−N)n2−mm!

∑
l1+···+lk=m

lj even

k∏
i=1

1

wli
i

)k2 k∏
i=1

dwi

w2k
i

.

(4.5.10)

Rather than expand the brackets in the integrand, we write them as

(
n1∑

m=0

(
n1

m

)
(−N)n1−mm!

∑
l1+···+lk=m

lj even

k∏
i=1

1

wli
i

)k1

=

( ∑
∑k

j=1 lj≤n1

lj even

(−N)n1−
∑k

j=1 lj

(
n1∑k
j=1 lj

)( k∑
j=1

lj

)
!

k∏
j=1

1

w
lj
j

)k1
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=
∑

2
∑k

j=1 li,j≤n1

i=1,...,k1

k1∏
i=1

(
(−N)n1−2

∑k
j=1 li,j

(
n1

2
∑k

j=1 li,j

)(
2

k∑
j=1

li,j

)
!

)
k∏

j=1

1

w
2
∑k1

i=1 li,j
j

,

(4.5.11)

and use a similar expression for the second bracket to the k2. We then have that

JSp
k1,k2

(n1, n2)

=
∑

2
∑k

j=1 li,j≤n1

i=1,...,k1

k1∏
i=1

(
(−N)n1−2

∑k
j=1 li,j

(
n1

2
∑k

j=1 li,j

)(
2

k∑
j=1

li,j

)
!

)

×
∑

2
∑k

j=1 mi,j≤n2

i=1,...,k2

k2∏
i=1

(
(−N)n2−2

∑k
j=1 mi,j

(
n2

2
∑k

j=1mi,j

)(
2

k∑
j=1

mi,j

)
!

)

× 1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1 wi∏k
j=1w

2k+2
∑k1

i=1 li,j+2
∑k2

i=1 mi,j

j

k∏
i=1

dwi

=
∑

2
∑k

j=1 li,j≤n1

i=1,...,k1

∑
2
∑k

j=1 mi,j≤n2

i=1,...,k2

(n1!)
k1(n2!)

k2(−N)k1n1+k2n2−2
∑k

j=1(
∑k1

i=1 li,j+
∑k2

i=1 mi,j)

×

(
k1∏
i=1

1

(n1 − 2
∑k

j=1 li,j)!

)(
k2∏
i=1

1

(n2 − 2
∑k

j=1mi,j)!

)

× 1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1 wi∏k
j=1w

2k+2
∑k1

i=1 li,j+2
∑k2

i=1 mi,j

j

k∏
i=1

dwi. (4.5.12)

We now set Vj = 2
∑k1

i=1 li,j + 2
∑k2

i=1mi,j for j = 1, . . . , k. Then, by Proposition
4.4.12, the contour integral in the last line above is equal to

1

(2πi)k

∮
· · ·
∮
|wi|=1

∆(w)∆(w2) eN
∑k

i=1 wi∏k
j=1w

2k+Vj

j

k∏
i=1

dwi

=
∑
µ∈Sk

det
k×k

(
N2k+Vµ(i)−2i−j+2

Γ(2k + Vµ(i) − 2i− j + 3)

)
= Nk(k+1)/2+

∑k
j=1 Vj

∑
µ∈Sk

det
k×k

(
1

Γ(2k + Vµ(i) − 2i− j + 3)

)
. (4.5.13)

Hence, our expression for JSp
k1,k2

(n1, n2) becomes
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JSp
k1,k2

(n1, n2) = (−1)k1n1+k2n2(n1!)
k1(n2!)

k2Nk(k+1)/2+k1n1+k2n2

×
∑
µ∈Sk

∑
2
∑k

j=1 li,j≤n1

i=1,...,k1

∑
2
∑k

j=1 mi,j≤n2

i=1,...,k2

(
k1∏
i=1

1

(n1 − 2
∑k

j=1 li,j)!

)

×

(
k2∏
i=1

1

(n2 − 2
∑k

j=1mi,j)!

)
det
k×k

(
1

Γ(2k + Vµ(i) − 2i− j + 3)

)
.

(4.5.14)

By an argument similar to that given at the end of the proof of [KW24a, Theorem
3.5], we have that the sums over li,j and mi,j do not depend on the choice of
permutation µ. Explicitly, given a permutation µ ∈ Sk, we can make the change of
variables l̃i,j = li,µ(j) and m̃i,j = mi,µ(j). Then we have that

∑k
j=1 l̃i,j =

∑k
j=1 li,j and∑k

j=1 m̃i,j =
∑k

j=1mi,j. Also, we have

Vµ(j) = 2

k1∑
i=1

li,µ(j) + 2

k2∑
i=1

mi,µ(j) = 2
k∑

i=1

l̃i,j + 2
k∑

i=1

m̃i,j. (4.5.15)

Thus, we may take µ to be the identity and replace the sum over µ ∈ Sk by k!. To
finish, we apply Lemma 4.4.5 to the last determinant which gives us

JSp
k1,k2

(n1, n2)

= (−1)k1n1+k2n2k!(n1!)
k1(n2!)

k2Nk(k+1)/2+k1n1+k2n2

×
∑

2
∑k

j=1 li,j≤n1

i=1,...,k1

∑
2
∑k

j=1 mi,j≤n2

i=1,...,k2

(
k1∏
i=1

1

(n1 − 2
∑k

j=1 li,j)!

)(
k2∏
i=1

1

(n2 − 2
∑k

j=1mi,j)!

)

×
k∏

j=1

1

(2k + Vj − 2j + 1)!

∏
1≤i<j≤k

(Vj − Vi − 2j + 2i). (4.5.16)

The theorem follows on using this final expression for JSp
k1,k2

(n1, n2) in (4.5.2).

4.5.2 The special orthogonal group SO(2N) and O−(2N)

In this section we will give the proofs of Theorems 4.2.3-4.2.5. The proofs are similar
to those in the symplectic case covered earlier and so we will briefly discuss any
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differences.

4.5.2.1 Proof of Theorem 4.2.3

The proof follows the same lines as that of Theorem 4.2.1, the difference being that
we now use Lemma 4.4.7 for the shifted moments. We again use Lemma 4.4.10 for
the derivatives and now make use of (4.4.25) and (4.4.26) in Proposition 4.4.11 for
the resulting contour integral.

4.5.2.2 Proof of Theorem 4.2.4

In this case we follow the proof of 4.2.2, again using Lemma 4.4.7 for the shifted
moments. We then use Lemma 4.4.9 for the derivatives and apply Proposition 4.4.12
to the resulting contour integral. We conclude the proof similarly using Lemma 4.4.5.

4.5.2.3 Proof of Theorem 4.2.5

By using (4.5.1) and Lemma 4.4.8, we have that

∫
O−(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX =

(−1)k(k−1)/22k

k!
JO−

k1,k2
(n1, n2)

(
1 +O(N−1)

)
,

(4.5.17)
where

JO−

k1,k2
(n1, n2) =

k1∏
j=1

(
d

dαj

)n1 k∏
j=k1+1

(
d

dαj

)n2

× 1

(2πi)k

∮
· · ·
∮

∆(w)∆(w2)(
∏k

i=1 αi) e
N

∑k
i=1(wi+αi)∏

1≤i,j≤k(w
2
i − α2

j )

k∏
i=1

dwi

∣∣∣∣∣
αj=0

.

(4.5.18)

Now, for the derivatives, we use the fact that for n ≥ 1,

dn

dαn

αeNα∏k
i=1(w

2
i − α2)

∣∣∣∣∣
α=0

= n
dn−1

dαn−1

eNα∏k
i=1(w

2
i − α2)

∣∣∣∣∣
α=0

. (4.5.19)

Hence, we have that
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JO−

k1,k2
(n1, n2) = nk1

1 n
k2
2

k1∏
j=1

(
d

dαj

)n1−1 k∏
j=k1+1

(
d

dαj

)n2−1

× 1

(2πi)k

∮
· · ·
∮

∆(w)∆(w2) eN
∑k

i=1(wi+αi)∏
1≤i,j≤k(w

2
i − α2

j )

k∏
i=1

dwi

∣∣∣∣∣
αj=0

.

(4.5.20)

This integral expression is very similar to the expression for JSp
k1,k2

(n1 − 1, n2 − 1)

given by (4.5.3). Indeed, by making the change of variables αj 7→ −αj , we have that

JO−

k1,k2
(n1, n2) = (−1)k1(n1−1)+k2(n2−1)nk1

1 n
k2
2

k1∏
j=1

(
d

dαj

)n1−1 k∏
j=k1+1

(
d

dαj

)n2−1

× 1

(2πi)k

∮
· · ·
∮

∆(w)∆(w2) eN
∑k

i=1(wi−αi)∏
1≤i,j≤k(w

2
i − α2

j )

k∏
i=1

dwi

∣∣∣∣∣
αj=0

,

(4.5.21)

from which we see that

JO−

k1,k2
(n1, n2) = (−1)k1(n1−1)+k2(n2−1)nk1

1 n
k2
2 J

Sp
k1,k2

(n1 − 1, n2 − 1). (4.5.22)

Thus, using (4.5.22) in (4.5.17) and recalling (4.5.2) gives us that

∫
O−(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX

= (−1)k1(n1−1)+k2(n2−1)nk1
1 n

k2
2 2k

∫
Sp(2N)

(
Λ

(n1−1)
X (1)

)k1 (
Λ

(n2−1)
X (1)

)k2
dX

×
(
1 +O(N−1)

)
. (4.5.23)

We therefore obtain the statement of the theorem by using our known asymptotic
formula for the joint moments over Sp(2N) given in Theorems 4.2.1 and 4.2.2.

4.5.3 Proof of Proposition 4.2.7

Let n ≥ 1 be an integer. Then, by Theorem 4.2.2, we have that
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bSp0,1(0, n) =
(−1)nn!

2n+1

∑
2l≤n

1

(n− 2l)!(2l + 1)!

=
(−1)nn!

2n+1(n+ 1)!

∑
2l≤n

(
n+ 1

2l + 1

)

=
(−1)n

2n+1(n+ 1)

(∑
2l≤n

(
n

2l

)
+
∑

2l≤n−1

(
n

2l + 1

))

=
(−1)n

2n+1(n+ 1)

n∑
l=0

(
n

l

)
=

(−1)n

2(n+ 1)
, (4.5.24)

where we have used standard properties of the binomial coefficient. In the same
manner, by Theorem 4.2.4, we have

bSO0,1 (0, n) = 21−nn!
∑
2l≤n

1

(n− 2l)!(2l)!

= 21−n
∑
2l≤n

(
n

2l

)

= 21−n

( ∑
2l≤n−1

(
n− 1

2l

)
+
∑
2l≤n

(
n− 1

2l − 1

))

= 21−n

n−1∑
l=0

(
n− 1

l

)
= 1. (4.5.25)

4.6 Numerical values for bGk1,k2(n1, n2)

Below we give some numerical values for bSpk1,k2(n1, n2) and bSOk1,k2(n1, n2). Values of
bO

−

k1,k2
(n1, n2) follow from Theorem 4.2.5 so are omitted. Numerical values for bSp0,k(0, 2)

and bSO0,k (0, 2) for k ≤ 10 are given in [ABP+14, Section 4].

The following are bSp0,k(0, 3) for k = 1, . . . , 4:

− 1

23
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23

27 · 3 · 5 · 7

− 1

28 · 52 · 7 · 11

233

218 · 34 · 53 · 72 · 11
.

bSp0,k(0, 4) for k = 1, . . . , 4:

1

2 · 5

251

24 · 32 · 52 · 7 · 11

89 · 13103
29 · 35 · 53 · 72 · 11 · 13 · 17

1627 · 693731
210 · 35 · 55 · 73 · 112 · 132 · 17 · 19 · 23

.

We also have bSp1,1(n1, 1) for n1 = 0, 1:

− 1

48
,

1

96
.

bSp1,1(n1, 2) for n1 = 0, 1, 2:

1

80
, − 1

160
,

19

5040
.

bSp1,1(n1, 3) for n1 = 0, 1, 2, 3:

− 1

120
,

1

240
, − 17

6720
,

23

13440
.

bSp1,2(n1, 1) for n1 = 0, 1:

1

11520
, − 1

23040
.

bSp1,2(n1, 2) for n1 = 0, 1, 2:

103

3628800
, − 103

7257600
,

487

59875200
.

bSp1,2(n1, 3) for n1 = 0, 1, 2, 3:
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1

89600
, − 1

179200
,

19

5913600
, − 1

492800
.

The following are bSO0,k (0, 3) for k = 1, 2, 3, 4:

1

3

22 · 5

1

24 · 3 · 7

1613

29 · 3 · 52 · 72 · 11 · 13
.

bSO0,k (0, 4) for k = 1, 2, 3, 4:

1

71

2 · 32 · 5 · 7

23 · 2657
2 · 33 · 53 · 72 · 11 · 13

7159 · 316201
26 · 35 · 54 · 73 · 112 · 13 · 17 · 19

.

We also have bSO1,1 (n1, 1) for n1 = 0, 1:

1,
1

2
.

bSO1,1 (n1, 2) for n1 = 0, 1, 2:

2

3
,
1

3
,

7

30
.

bSO1,1 (n1, 3) for n1 = 0, 1, 2, 3:

1

2
,
1

4
,
11

60
,

3

20
.

bSO1,2 (n1, 1) for n1 = 0, 1:
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1

12
,

1

24
.

bSO1,2 (n1, 2) for n1 = 0, 1, 2:

19

630
,

19

1260
,

26

2835
.

bSO1,2 (n1, 3) for n1 = 0, 1, 2, 3:

23

1680
,

23

3360
,

43

10080
,

1

336
.
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Chapter 5

Improving the error in the Ratios
Conjecture

5.1 The Ratios Conjecture

As discussed in the introductory chapter, the Ratios Conjecture is a powerful conjec-
ture with applications to a large number of problems in analytic number theory. In
this chapter we are concerned with the conjecture for quadratic Dirichlet L-functions
in the function field setting. In this case, the Ratios Conjecture was formulated by
Andrade and Keating in [AK14] and we state it below.

Conjecture 5.1.1 (The Ratios Conjecture). For |Re(αj)| < 1/4 and 1/g ≪
Re(βj) < 1/4 for 1 ≤ j ≤ k, we have, as g → ∞,

1

|H2g+1|
∑

D∈H2g+1

∏k
j=1 L(

1
2
+ αj, χD)∏k

j=1 L(
1
2
+ βj, χD)

=
∑

ϵj∈{−1,1}

k∏
j=1

qg(ϵjαj−αj)Y (ϵ1α1, . . . , ϵkαk; γ)A(ϵ1α1, . . . , ϵkαk; γ) +O(q−δg), (5.1.1)

for some δ > 0, where

Y (α; γ) =

∏
1≤i≤j≤k ζq(1 + αi + αj)

∏
1≤i<j≤k ζq(1 + γi + βj)∏

1≤i,j≤k ζq(1 + αi + βj)
, (5.1.2)

and
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A(α; γ) =
∏
P∈P

∏
1≤i≤j≤k

(
1− 1

|P |1+αi+αj

)∏
1≤i<j≤k

(
1− 1

|P |1+γi+βj

)
∏

1≤i,j≤k

(
1− 1

|P |1+αi+βj

)
× |P |

|P |+ 1

1

2

∏k
j=1

(
1− 1

|P |1/2+βj

)
∏k

j=1

(
1− 1

|P |1/2+αj

) +
1

2

∏k
j=1

(
1 + 1

|P |1/2+βj

)
∏k

j=1

(
1 + 1

|P |1/2+αj

) +
1

|P |

 .

(5.1.3)

Recently, Bui, Florea and Keating [BFK23] have proven the above conjecture for
k ≤ 3 in certain ranges of the parameters with the following result.

Theorem 5.1.2 (Bui, Florea and Keating). Let 0 < Re(βj) < 1/2 for 1 ≤ j ≤ k.
Denote α = max{|Re(α1)|, . . . , |Re(αk)|} and β = min{Re(β1), . . . ,Re(βk)}. Then
Conjecture 5.1.1 holds for 1 ≤ k ≤ 3 with the error term Ek, where

E1 ≪ε

q−gβ(3+2α)+εgβ if 0 ≤ Re(α) < 1/2 and β ≫ g−1/2+ε,

q−gβ(3−4α)+εgβ if − 1/2 < Re(α) < 0 and β ≫ g−1/2+ε,
(5.1.4)

and

E2 ≪ε q
−gβmin{ 1−4α

1+β
, 1−2α
2+β

}+εgβ if α < 1/4 and β ≫ g−1/4+ε, (5.1.5)

E3 ≪ε q
−gβmin{ 1/4−4α

β
,
1/2−4α
3+β

}+εgβ if α < 1/16 and β ≫ g−1/6+ε. (5.1.6)

Our goal in this chapter is to improve the bound on the error term E2 in Theorem
5.1.2 and increase the range of allowable α. We will do this with the theorem below.

Theorem 5.1.3. With notation as in Theorem 5.1.2, suppose α < 1/2 and β ≫
g−1/4+ε. Then, the error term E2 satisfies

E2 ≪ε


q−2gβ(1+2min{Re(α1),Re(α2)})+εgβ if Re(α1),Re(α2) ≥ 0,

q−2gβ(1−2max{|Re(α1)|,|Re(α2)|})+εgβ if Re(α1),Re(α2) < 0,

q−2gβ(1+2min{0,Re(α1+α2)})+εgβ if Re(αi) ≥ 0 and Re(αj) < 0 for i ̸= j.

(5.1.7)
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The purpose of improving the bound on the error term can be seen when con-
sidering applications of the Ratios Conjecture such as the one-level density. For
instance, it is shown in [CS07] that if one assumes the conjecture in the full ranges,
one may obtain a formula for the one-level density of a family of L-functions with
no restriction on the support of the Fourier transform of the test function. Since
Theorem 5.1.2 does not allow one to take Re(βj) ≫ 1/g, when the one-level density
of the family of quadratic L-functions is computed in [BFK23, Section 6], the support
of the Fourier transform of the test function needs to be restricted. In particular,
the restriction on the support is determined by the size of the bound of the error
term E1. The conclusion is that if one cannot take the real parts of the shifts in
the denominator to be as small as the conjecture suggests, then it is the size of the
error term that dictates how strong a result one may obtain. We will see a concrete
example of this idea in Chapter 6 on mollified moments where by using the improved
bound for the error E2 in Theorem 5.1.3, we are able to take a longer mollifier than
if we used the bound in Theorem 5.1.2.

5.2 The strategy of Bui, Florea and Keating

In this section we will go over the method of proof of Theorem 5.1.2 in [BFK23].
The strategy used is to first expand the L-functions in the denominator using their
Dirichlet series and write

1

|H2g+1|
∑

D∈H2g+1

∏k
j=1 L(

1
2
+ αj, χD)∏k

j=1 L(
1
2
+ βj, χD)

=
∑

f1,...,fk∈M

∏k
j=1 µ(fj)∏k

j=1 |fj|1/2+βj

1

|H2g+1|
∑

D∈H2g+1

( k∏
j=1

L(1
2
+ αj, χD)

)
χD

( k∏
j=1

fj

)
.

(5.2.1)

They then truncate this series and set

Sk,≤X =
∑

f1,...,fk∈M≤X

k∏
j=1

µ(fj)

|fj|1/2+βj

1

|H2g+1|
∑

D∈H2g+1

( k∏
j=1

L(1
2
+ αj, χD)

)
χD

( k∏
j=1

fj

)
,

(5.2.2)
where X is a parameter to be chosen. Also, Sk,>X is defined to be the sum of the
terms in (5.2.1) where at least one of the fj’s has degree larger than X. Then, by
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proving upper bounds for negative moments of these L-functions, it is shown in
[BFK23] that

Sk,>X ≪ε q
−(1−ε)Xβ, (5.2.3)

for β ≫ g−1/2k+ε. Also proven in [BFK23] are asymptotic formulae for the twisted,
shifted moments appearing in (5.2.1) for k ≤ 3. Inserting the main terms of these
formulae into Sk,≤X , extending the sums over fj to be over all fj ∈ M (which
introduces a negligible error) and then performing an Euler product computation
yields the main terms as predicted by the Ratios Conjecture.

For the contribution of the error terms in the twisted moment formulae to Sk,≤X

in the case k = 2 or k = 3, Bui, Florea and Keating use their overall bounds for the
error and bound the sums over fj trivially. An optimum value for the parameter X
is then chosen to yield the bound on the error terms E2 and E3 in Theorem 5.1.2.
However, for k = 1, they keep the error terms in the first twisted moment explicit
and make use of the cancellation coming from the Möbius function. This leads to a
better error term and a wider range for the shift parameter α. We will carry out
this procedure of more carefully bounding the error term in the case k = 2.

5.2.1 Preliminaries

Here we will cover the necessary notation and set out the method of proof of Theorem
5.1.3. For C = {γ1, . . . , γk}, we let

C− = {−γ : γ ∈ C}, q−2gC = q−2g
∑k

j=1 γj ,

µC(f) =
∑

f=f1...fk

µ(f1) . . . µ(fk)

|f1|γ1 . . . |fk|γk
and τC(f) =

∑
f=f1...fk

1

|f1|γ1 . . . |fk|γk
, (5.2.4)

where µ(f) is the Möbius function on Fq[t]. Note that |µC(f)| ≤ |f |−min{Re(γj)}τk(f)

where τk(f) is the k-fold divisor function. We denote the degree of a polynomial
f ∈ Fq[t] by d(f).

Below we state the technical lemmas needed in the proof of Theorem 5.1.3. The
first is Lemma 2.2 in [Flo17c].

Lemma 5.2.1. For f ∈ M we have∑
D∈H2g+1

χD(f) =
∑
C|f∞

∑
r∈M2g+1−2d(C)

χf (r)− q
∑
C|f∞

∑
r∈M2g−1−2d(C)

χf (r),

where the summations over C are over monic polynomials C whose prime factors
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are among the prime factors of f .

The generalized Gauss sum is defined as

G(V, χ) :=
∑

u (mod f)

χ(u)e
(uV
f

)
, (5.2.5)

where the exponential was introduced by Hayes in [Hay66]. For a ∈ Fq

(
( 1
x
)
)
, it is

defined by

e(a) = e2πiTrFq/Fp (a1)/p, (5.2.6)

where a1 is the coefficient of 1/x in the Laurent expansion of a. The next two lemmas
are Proposition 3.1 and Lemma 3.2 in [Flo17c].

Lemma 5.2.2. Let f ∈ Mn. If n is even then

∑
r∈Mm

χf (r) =
qm

|f |

(
G(0, χf ) + q

∑
V ∈M≤n−m−2

G(V, χf )−
∑

V ∈M≤n−m−1

G(V, χf )

)
,

otherwise ∑
r∈Mm

χf (r) =
qm+1/2

|f |
∑

V ∈Mn−m−1

G(V, χf ).

Lemma 5.2.3. 1. If (f, h) = 1, then G(V, χfh) = G(V, χf )G(V, χh).

2. Write V = V1P
α where P ∤ V1. Then

G(V, χP j) =



0 if j ≤ α and j odd,

φ(P j) if j ≤ α and j even,

−|P |j−1 if j = α + 1 and j even,

χP (V1)|P |j−1/2 if j = α + 1 and j odd,

0 if j ≥ α + 2.

Note that G(0, χf ) is non-zero if and only if f is a square, in which case G(0, χf ) =

φ(f) where φ(f) is the Euler totient function on Fq[t].
We will frequently use the following function field version of Perron’s formula, the

proof of which follows from applying the residue theorem and the geometric series
formula.

Lemma 5.2.4 (Perron’s formula). Suppose that the power series
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H(u) =
∑
f∈M

a(f)ud(f) (5.2.7)

converges absolutely for |u| ≤ R < 1. Then

∑
f∈Mn

a(f) =
1

2πi

∮
|u|=R

H(u)

un+1
du, (5.2.8)

and

∑
f∈M≤n

a(f) =
1

2πi

∮
|u|=R

H(u)

(1− u)un+1
du (5.2.9)

We also include the final twisted moments formulae and upper bounds for negative
moments of the quadratic L-functions proven in [BFK23].

Theorem 5.2.5. Let h = h1h
2
2 with d(h) ≪ g and h1 a square-free monic polynomial

and let A = {α1, α2, . . . , αk}. For α = max{|Re(α1)|, . . . , |Re(αk)|} < 1/2 we have

1

|H2g+1|
∑

D∈H2g+1

( k∏
j=1

L(1
2
+ αj, χD)

)
χD(h) =

1√
|h1|

∑
R⊂A

q−2gRS̃(A\R)∪R−(h) + Ẽk.

Here if C = {γ1, . . . , γk}, then

S̃C(h) = AC(1)BC(h; 1)
∏

1≤i≤j≤k

ζq(1 + γi + γj),

where

AC(u) =
∏
P∈P

∏
1≤i≤j≤k

(
1− u2d(P )

|P |1+γi+γj

) ∏
P∈P

(
1 +

(
1 +

1

|P |

)−1 ∞∑
j=1

τC(P
2j)

|P |j
u2jd(P )

)
(5.2.10)

and

BC(h;u) =
∏
P |h

(
1 +

1

|P |
+

∞∑
j=1

τC(P
2j)

|P |j
u2jd(P )

)−1

×
∏
P |h1

( ∞∑
j=0

τC(P
2j+1)

|P |j
u2jd(P )

)∏
P ∤h1

P |h2

( ∞∑
j=0

τC(P
2j)

|P |j
u2jd(P )

)
. (5.2.11)

119



Also,

Ẽ1 = Eα1(h; g) + q−2gα1E−α1(h; g − 1)

+Oε

(
|h|1/2q−(3/2−α)g+εg

)
+Oε

(
|h1|1/4q−(3/2−2α)g+εg

)
, (5.2.12)

where Eγ1(h;N) is given explicitly in [BFK23, (3.20)] and satisfies

Eγ1(h;N) ≍ |h1|1/6q−4g/3−gRe(γ1)+ε + |h1|1/6+Re(γ1)/3q−4g/3−2gRe(γ1)/3+ε

in particular, andẼ2 ≪ε |h|1/2q−(1−2α)g+εg + q−(1−4α)g+εg,

Ẽ3 ≪ε |h|1/2q−(1/2−4α)g+εg + q−(1−6α)g+εg + |h1|−3/4q−(1/4−4α)g+εg.
(5.2.13)

Theorem 5.2.6. Let k be a positive integer and m > 0 such that 2km > 1. Let
0 < Re(βj) < 1/2 for 1 ≤ j ≤ k. For β = min{Re(β1), . . . ,Re(βk)} ≫ g−

1
2km

+ε, we
have

1

|H2g+1|
∑

D∈H2g+1

k∏
j=1

1

|L(1/2 + βj + itj, χD)|m

≪
( 1
β

)k2m2/2
k∏

j=1

min
{ 1

βj
,
1

tj

}−m/2

(log g)km(km+1)/2,

where t = min{t mod 2π, 2π − (t mod 2π)}.

5.2.2 Breakdown of proof of Theorem 5.2.5

By the functional equation

L(s, χD) = (q1−2s)gL(1− s, χD), (5.2.14)

we may write

k∏
j=1

L(1
2
+ αj, χD) = q−2g

∑k
j=1 ajαj

k∏
j=1

L(1
2
+ εjαj, χD), (5.2.15)

where aj = 0 and εj = 1 if Re(αj) ≥ 0, and aj = 1 and εj = −1 if Re(αj) < 0.
Consequently, in what follows, one may assume that Re(αj) ≥ 0 for every 1 ≤
j ≤ k. Then by the approximate functional equation [BFK23, Lemma 2.1], for
A = {α1, . . . , αk}, we have
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1

|H2g+1|
∑

D∈H2g+1

( k∏
j=1

L(1
2
+ αj, χD)

)
χD(h) = SA(h; kg) + q−2gASA−(h; kg − 1).

(5.2.16)
Here, if C = {γ1, . . . , γk} with Re(γj) ≥ 0 for every 1 ≤ j ≤ k or Re(γj) ≤ 0 for
every 1 ≤ j ≤ k, then

SC(h;N) =
1

|H2g+1|
∑

D∈H2g+1

∑
d(f)≤N

τC(f)χD(fh)√
|f |

, (5.2.17)

for N ∈ {kg, kg − 1}. Using Lemma 5.2.1, SC(h;N) is first written as

SC(h;N) = SC;1(h;N)− qSC;2(h;N), (5.2.18)

where

SC;1(h;N) =
1

|H2g+1|
∑

d(f)≤N

τC(f)√
|f |

∑
C|(fh)∞

∑
r∈M2g+1−2d(C)

χfh(r) (5.2.19)

and

SC;2(h;N) =
1

|H2g+1|
∑

d(f)≤N

τC(f)√
|f |

∑
C|(fh)∞

∑
r∈M2g−1−2d(C)

χfh(r). (5.2.20)

Next, we write

SC;1(h;N) = Se
C;1(h;N) + So

C;1(h;N) (5.2.21)

according to whether the degree of the product fh is even or odd, respectively. By
Lemmas 5.2.2 and 5.2.3, it then follows that

Se
C;1(h;N) =MC;1(h;N) + Se

C;1(h;N ;V ̸= 0), (5.2.22)

where

MC;1(h;N) =
q

(q − 1)|h|
∑

d(f)≤N
fh=□

τC(f)φ(fh)

|f |3/2
∑

C|(fh)∞
d(C)≤g

1

|C|2
, (5.2.23)
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Se
C;1(h;N ;V ̸= 0) =

q

(q − 1)|h|
∑

d(f)≤N
d(fh) even

τC(f)

|f |3/2
∑

C|(fh)∞
d(C)≤g

1

|C|2

×
(
q

∑
V ∈M≤d(fh)−2g−3+2d(C)

G(V, χfh)−
∑

V ∈M≤d(fh)−2g−2+2d(C)

G(V, χfh)

)
,

(5.2.24)

and

So
C;1(h;N) =

q3/2

(q − 1)|h|
∑

d(f)≤N
d(fh) odd

τC(f)

|f |3/2
∑

C|(fh)∞
d(C)≤g

1

|C|2
∑

V ∈Md(fh)−2g−2+2d(C)

G(V, χfh).

(5.2.25)

Also, we have

Se
C;1(h;N ;V ̸= 0) = Se

C;1(h;N ;V = □) + Se
C;1(h;N ;V ̸= □), (5.2.26)

corresponding to whether V is a square or not. We do the same for SC;2(h;N) and
define MC;2(h;N), So

C;2(h;N) and Se
C;2(h;N ;V = □), Se

C;2(h;N ;V ̸= □) similarly.
Finally, set

MC(h;N) =MC;1(h;N)− qMC;2(h;N) (5.2.27)

and

Se
C(h;N ;V = □) = Se

C;1(h;N ;V = □)− qSe
C;2(h;N ;V = □). (5.2.28)

For So
C;1(h;N) and So

C;2(h;N), the summations over V are over odd degree polyno-
mials, so V ̸= □ necessarily. Let

SC(h;N ;V ̸= □) =
(
So
C;1(h;N)− qSo

C;2(h;N)
)

+
(
Se
C;1(h;N ;V ̸= □)− qSe

C;2(h;N ;V ̸= □)
)

(5.2.29)

be the total contribution from V ̸= □ terms.
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The terms MC(h;N), Se
C(h;N ;V = □) and SC(h;N ;V ̸= □) are treated in Sec-

tions 3.2, 3.3 and 3.4 in [BFK23], respectively. We note that the term Se
C(h;N ;V = □)

contributes to the main terms of the twisted moments for k ≥ 2.

5.3 Proof of Theorem 5.1.3

5.3.1 Beginning the proof

To prove Theorem 5.1.3, we adopt a slightly different approach to that used by Bui,
Florea and Keating for the case k = 1 and begin by rewriting (5.2.1) as

1

|H2g+1|
∑

D∈H2g+1

∏k
j=1 L(

1
2
+ αj, χD)∏k

j=1 L(
1
2
+ βj, χD)

=
∑
h∈M

µB(h)

|h|1/2
1

|H2g+1|
∑

D∈H2g+1

( k∏
j=1

L(1
2
+ αj, χD)

)
χD(h), (5.3.1)

where B = {β1, . . . , βk}. We then truncate this series at d(h) ≤ X ≪ g and define

Rk,≤X =
∑

h∈M≤X

µB(h)

|h|1/2
1

|H2g+1|
∑

D∈H2g+1

( k∏
j=1

L(1
2
+ αj, χD)

)
χD(h)

=
1

|H2g+1|
∑

D∈H2g+1

( k∏
j=1

L(1
2
+ αj, χD)

) ∑
h∈M≤X

µB(h)

|h|1/2
χD(h), (5.3.2)

and let Rk,>X denote the terms in (5.3.1) with d(h) > X. Working with a single
Dirichlet series rather than a multiple series simplifies the forthcoming argument.

We bound Rk,>X similarly to Sk,>X . Explicitly, we consider the generating series
of the sum over h, namely

H(u) :=
∑
h∈M

µB(h)χD(h)

|h|1/2
ud(h) =

k∏
j=1

L
(

u

q1/2+βj
, χD

)−1

. (5.3.3)

Applying Perron’s formula to H(u) gives us

∑
h∈M≤X

µB(h)χD(h)

|h|1/2
=

1

2πi

∮
|u|=r

H(u)

(1− u)uX+1
du, (5.3.4)

where r < 1 is such that the series H(u) converges absolutely for |u| ≤ r. Note that
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the expression for H(u) as a product of reciprocals of L-functions immediately gives
us a meromorphic continuation of H(u) to the complex plane, with poles arising from
the zeros of the L-functions. In particular, these poles are on the circles |u| = qRe(βj)

for j = 1, . . . , k and so we have that H(u) is analytic in the region |u| < qβ where
β = min{Re(β1), . . . ,Re(βk)}. We may therefore enlarge the contour to r′ = q(1−ε)β,
encountering the simple pole at u = 1 only. The residue at u = 1 is −H(1) so we
then have

∑
h∈M≤X

µB(h)χD(h)

|h|1/2
=

1

2πi

∮
|u|=r′

H(u)

(1− u)uX+1
du+H(1). (5.3.5)

Denote the set of monic polynomials of degree greater than X by M>X . Then

H(1)−
∑

h∈M≤X

µB(h)χD(h)

|h|1/2
=

∑
h∈M>X

µB(h)χD(h)

|h|1/2
(5.3.6)

and by definition,

Rk,>X =
1

|H2g+1|
∑

D∈H2g+1

( k∏
j=1

L(1
2
+ αj, χD)

) ∑
h∈M>X

µB(h)χD(h)

|h|1/2
. (5.3.7)

So, using (5.3.5), we may write

Rk,>X =
1

|H2g+1|
∑

D∈H2g+1

( k∏
j=1

L(1
2
+ αj, χD)

)
1

2πi

∮
|u|=r′

H(u)

uX+1(u− 1)
du

=
1

2πi

∮
|u|=r′

1

|H2g+1|
∑

D∈H2g+1

∏k
j=1 L(

1
2
+ αj, χD)∏k

j=1 L
(

u

q1/2+βj
, χD

) du

uX+1(u− 1)
. (5.3.8)

Now, using Hölder’s inequality, we bound the sum over D in the integrand by

∑
D∈H2g+1

∣∣∣∣∣∣
∏k

j=1 L(
1
2
+ αj, χD)∏k

j=1 L
(

u

q1/2+βj
, χD

)
∣∣∣∣∣∣

≤

 ∑
D∈H2g+1

k∏
j=1

|L(1
2
+ αj, χD)|

1+ε
ε

 ε
1+ε
 ∑

D∈H2g+1

k∏
j=1

∣∣∣∣∣L
(

u

q1/2+βj
, χD

)−1
∣∣∣∣∣
1+ε
 1

1+ε

.

(5.3.9)
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By Corollary 2.8 in [Flo17a], we may bound the shifted moments above by

 ∑
D∈H2g+1

k∏
j=1

|L(1
2
+ αj, χD)|

1+ε
ε

 ε
1+ε

≪ q
2gε
1+ε g

k
2

(
k(1+ε)

ε
+1
)
. (5.3.10)

For the negative moments, observe that for r = q(1−ε)β, we have

|q−
1
2
−βju| = q−

1
2
+(1−ε)β−Re(βj) ≤ q−

1
2
−εβ. (5.3.11)

So, for β ≫ g−
1
2k

+ε, we may use Theorem 5.2.6 to obtain

 ∑
D∈H2g+1

k∏
j=1

∣∣∣∣∣L
(

u

q1/2+βj
, χD

)−1
∣∣∣∣∣
1+ε
 1

1+ε

≪ q
2g
1+ε

(
log g

β

) k
2
(k(1+ε)+1)

. (5.3.12)

By bounding the integral in (5.3.8) using the above two bounds, we then have

Rk,>X ≪ q−(1−ε)Xβ

β
g

k
2

(
k(1+ε)

ε
+1
) (

log g

β

) k
2
(k(1+ε)+1)

. (5.3.13)

Next, just as in [BFK23], applying the twisted moment formulae of Theorem
5.2.5 to (5.3.2), extending the sum over all h ∈ M and then writing the main terms
as an Euler product yields the formula predicted by the Ratios Conjecture. So, to
prove Theorem 5.1.3, we are left to evaluate the contribution of the error term in
Theorem 5.2.5 for k = 2 to R2,≤X . We want to keep the errors terms explicit so we
now turn to bounding the errors arising from the terms MC(h;N), Se

C(h;N ;V = □)

and SC(h;N ;V ̸= □) in the proof of Theorem 5.2.5 given in [BFK23]. We now
specialise to the case k = 2, set C = {γ1, γ2} and γ = min{Re(γ1),Re(γ2)}, and
recall that β = min{Re(β1),Re(β2)}.

5.3.2 The error from MC(h;N)

In [BFK23, (3.8)], the main term Mγ1,γ2(h;N) is expressed as a contour integral

Mγ1,γ2(h;N) =
1√
|h1|

1

2πi

∮
|u|=r

Aγ1,γ2(u)Bγ1,γ2(h;u) du

uN−d(h1)+1(1− u)
∏

1≤i≤j≤2(1− q−(γi+γj)u2)

+Oε(q
N/2−Nγ−2g+εg), (5.3.14)
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where r < 1 and h = h1h
2
2 with h1, h2 monic and h1 square-free. Also, the products

Aγ1,γ2(u) and Bγ1,γ2(h;u) are given by

Aγ1,γ2(u) =
∏
P

(
1− u2d(P )

|P |1+γ1+γ2

)(
1 +

1

|P |

)−1

×
(
1 +

u2d(P )

|P |1+γ1+γ2
+

1

|P |

(
1− u2d(P )

|P |1+2γ1

)(
1− u2d(P )

|P |1+2γ2

))
, (5.3.15)

and

Bγ1,γ2(h;u) =
∏
P |h

(
1 +

ud(P )

|P |1+γ1+γ2
+

1

|P |

(
1− u2d(P )

|P |1+2γ1

)(
1− u2d(P )

|P |1+2γ2

))−1

×
∏
P |h1

(
1

|P |γ1
+

1

|P |γ2

)∏
P ∤h1

P |h2

(
1 +

u2d(P )

|P |1+γ1+γ2

)
. (5.3.16)

For the contribution of the big O term in (5.3.14) to R2,≤X , we trivially bound
the sum over h which gives us an error of size

∣∣∣∣∣∣
∑

h∈M≤X

µβ1,β2(h)

|h|1/2
Oε(q

N/2−Nγ−2g+εg)

∣∣∣∣∣∣≪ q−g−2gγ+εg
∑

h∈M≤X

τ(h)

|h|1/2+β

≪ q−g−2gγ+εg

X∑
n=0

q−n(1/2+β)
∑

h∈Mn

τ(h)

≪ q−g−2gγ+εg

X∑
n=0

nqn(1/2−β)

≪ qX(1/2−β)−g−2gγ+εg, (5.3.17)

where we have used the fact that
∑

f∈Mn
τ(f) ≪ nqn.

From [BFK23, Section 3.2], we have that the Euler product Aγ1,γ2(u) converges
absolutely for |u| < q1/2+γ and so the contour in (5.3.14) is enlarged to |u| = q1/2+γ−ε.
The residues from the poles encountered all contribute to the main terms in the
twisted moment so we may disregard them here. For the error term, rather than
bound the new integral trivially, we keep it as is and introduce the sum over h in
R2,≤X . Let E≤X,γ1,γ2(N ;V = 0) be this error term:
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E≤X,γ1,γ2(N ;V = 0) =
∑

h∈M≤X

µβ1,β2(h)

|h|1/2
1

|h1|1/2

× 1

2πi

∮
|u|=q1/2+γ−ε

Aγ1,γ2(u)Bγ1,γ2(h;u) du

uN−d(h1)+1(1− u)
∏

1≤i≤j≤2(1− q−(γi+γj)u2)
.

(5.3.18)

The generating series for the sum over h is

Fγ1,γ2(u, y) =
∑
h∈M

µβ1,β2(h)

|h|1/2|h1|1/2
Bγ1,γ2(h;u)u

d(h1)yd(h). (5.3.19)

The function µβ1,β2(h) and the product Bγ1,γ2(h;u) are multiplicative functions of h
and so the series Fγ1,γ2(u, y) may be expressed as an Euler product. Using the facts
that for a prime polynomial P , we have,

µβ1,β2(P ) = − 1

|P |β1
− 1

|P |β2
, (5.3.20)

µβ1,β2(P
2) =

1

|P |β1+β2
, (5.3.21)

and µβ1,β2(P
j) = 0 for j > 2, the generating series has the Euler product

Fγ1,γ2(u, y) =
∏
P

(
1 +

µβ1,β2(P )

|P |
Bγ1,γ2(P ;u)(uy)

d(P )

+
µβ1,β2(P

2)

|P |
Bγ1,γ2(P

2;u)y2d(P )

)
=
∏
P

(
1−

(
1 +

ud(P )

|P |1+γ1+γ2
+

1

|P |

(
1− u2d(P )

|P |1+2γ1

)(
1− u2d(P )

|P |1+2γ2

))−1

×
((

(uy)d(P )

|P |1+β1
+

(uy)d(P )

|P |1+β2

)(
1

|P |γ1
+

1

|P |γ2

)
− y2d(P )

|P |1+β1+β2

(
1 +

u2d(P )

|P |1+γ1+γ2

)))
. (5.3.22)

For |u| < q1/2+γ, we have

(
1 +

ud(P )

|P |1+γ1+γ2
+

1

|P |

(
1− u2d(P )

|P |1+2γ1

)(
1− u2d(P )

|P |1+2γ2

))−1

≪ 1, (5.3.23)
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as d(P ) → ∞. Hence, in this region, we have that

Fγ1,γ2(u, y) =
∏
P

(
1 +O

(
(uy)d(P )

|P |1+β+γ

)
+O

(
y2d(P )

|P |1+2β

)
+O

(
(uy)2d(P )

|P |2+2β+2γ

))
.

(5.3.24)

Here and throughout the chapter, we will use the standard fact that an Euler product
of the form

∏
P

(1 + aP ) (5.3.25)

converges absolutely if and only if the corresponding sum
∑

P aP does. In particular,
this series converges absolutely if |aP | ≪ |P |−1−ε for some ε > 0. So, in this case we
see that Fγ1,γ2(u, y) converges absolutely for |u| < q1/2+γ, |y| < qβ and |uy| < qβ+γ.
Hence, by Perron’s formula, we have

E≤X,γ1,γ2(N ;V = 0)

=
1

(2πi)2

∮
|y|=r

∮
|u|=q1/2+γ−ε

Aγ1,γ2(u)Fγ1,γ2(u, y) du dy

uN+1yX+1(1− u)(1− y)
∏

1≤i≤j≤2(1− q−(γi+γj)u2)
,

(5.3.26)

where we may take r = q−1/2+β. The products Aγ1,γ2(u) and Fγ1,γ2(u, y) are absolutely
convergent and hence uniformly bounded on the region of integration. Hence,
bounding the integral using the estimation lemma, we obtain the bound

E≤X,γ1,γ2(N ;V = 0) ≪ε

∮
|y|=q−1/2+β

∮
|u|=q1/2+γ−ε

du dy

|u|N+1|y|X+1

≪ε q
X(1/2−β)−N(1/2+γ)+εg. (5.3.27)

5.3.3 The error from Se
C(h;N ;V = □)

In Section 3.3.2. of [BFK23], the term Se
γ1,γ2

(h;N ;V = □) is expressed as

Se
γ1,γ2

(h;N ;V = □) = − q

(q − 1)|h1|1/2
1

(2πi)2

∮
|u|=q−1+ε

∮
|w|=r2

Cγ1,γ2(u,w)Dγ1,γ2(h;u,w)

(1− u)(1− q−γ1w)(1− q−γ2w)(1− uw2)(1− q−2γ1uw2)(1− q−2γ2uw2)
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× dwdu

u

[
d(h1)

2

]
w

N−2
[
d(h1)+1

2

]
+d(h1)+1

+Oε

(
q−g−2gγ+εg

)
, (5.3.28)

where r2 < 1,

Cγ1,γ2(u,w) =
∏
P∈P

(
1− wd(P )

|P |1+γ1

)(
1− wd(P )

|P |1+γ2

)(
1 +

wd(P )
(
1− ud(P )

)
|P |1+γ1

+
wd(P )

(
1− ud(P )

)
|P |1+γ2

+
(uw2)d(P )

|P |1+γ1+γ2
− (uw2)d(P )

|P |2+2γ1
− (uw2)d(P )

|P |2+2γ2

− (uw2)d(P )

|P |2+γ1+γ2
− 1

|P |2ud(P )
+

w2d(P )

|P |3+2γ1
+

w2d(P )

|P |3+2γ2
+

(uw2)2d(P )

|P |3+2γ1+2γ2

− (uw4)d(P )

|P |4+2γ1+2γ2

)
, (5.3.29)

and Dγ1,γ2(h;u,w) is given by

∏
P |h

(
1 +

wd(P )
(
1− ud(P )

)
|P |1+γ1

+
wd(P )

(
1− ud(P )

)
|P |1+γ2

+
(uw2)d(P )

|P |1+γ1+γ2
− 1

|P |2ud(P )
− (uw2)d(P )

|P |2+2γ1

− (uw2)d(P )

|P |2+2γ2
− (uw2)d(P )

|P |2+γ1+γ2
+

w2d(P )

|P |3+2γ1
+

w2d(P )

|P |3+2γ2
+

(uw2)2d(P )

|P |3+2γ1+2γ2
− (uw4)d(P )

|P |4+2γ1+2γ2

)−1

×
∏
P |h1

(
1− ud(P ) +

(uw)d(P )

|P |γ1
+

(uw)d(P )

|P |γ2
− (uw)d(P )

|P |1+γ1
− (uw)d(P )

|P |1+γ2

+
(uw2)d(P )

(
1− ud(P )

)
|P |1+γ1+γ2

)
×
∏
P ∤h1

P |h2

(
1− 1

|P |
+
wd(P )

(
1− ud(P )

)
|P |1+γ1

+
wd(P )

(
1− ud(P )

)
|P |1+γ2

+
(uw2)d(P )

|P |1+γ1+γ2
− (uw2)d(P )

|P |2+γ1+γ2

)
.

(5.3.30)

For the contribution of the big O term in (5.3.28) to R2,≤X , we bound the sum over h
trivially which, similarly to (5.3.17), gives us an error of size ≪ε q

X(1/2−β)−g−2gγ+εg.
Next, it is given in [BFK23, Section 3.3.2] that the product Cγ1,γ2(u,w) converges

absolutely for |u| > 1/q, |w| < q1/2+γ, |uw| < qγ and |uw2| < qRe(γ1+γ2). The w-
contour in (5.3.28) is enlarged to |w| = q1/2+γ−ε , encountering the simple poles at
w = qγ1 and w = qγ2 arising from the factors (1 − q−γ1w)−1 and (1 − q−γ2w)−1 in
the integrand. In the proof of Theorem 5.2.5, the residues from these poles both
contribute to the main term of the twisted moment so we are only concerned with
the error term. For the new integral, we keep it explicit and introduce the sum over
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h. Let E≤X,γ1,γ2(N ;V = □) denote this error term:

E≤X,γ1,γ2(N ;V = □) = − q

(q − 1)

∑
h∈M≤X

µβ1,β2(h)

|h|1/2|h1|1/2
1

(2πi)2

∮
|u|=q−1+ε

∮
|w|=q1/2+γ−ε

× Cγ1,γ2(u,w)Dγ1,γ2(h;u,w)

(1− u)(1− q−γ1w)(1− q−γ2w)(1− uw2)(1− q−2γ1uw2)(1− q−2γ2uw2)

× dw du

u

[
d(h1)

2

]
w

N−2
[
d(h1)+1

2

]
+d(h1)+1

. (5.3.31)

The generating series for the sum over h is

G(u,w, y) =
∑
h∈M

µβ1,β2(h)

|h|1/2|h1|1/2
Dγ1,γ2(h;u,w)

yd(h)

ud(h1)/2
, (5.3.32)

which, as Dγ1,γ2(h;u,w) is a multiplicative function of h, has the Euler product

∏
P

(
1 +

µβ1,β2(P )y
d(P )

|P |ud(P )/2
Dγ1,γ2(P ;u,w) +

µβ1,β2(P
2)y2d(P )

|P |
Dγ1,γ2(P

2;u,w)

)
=
∏
P

(
1−

(
1 +

wd(P )
(
1− ud(P )

)
|P |1+γ1

+
wd(P )

(
1− ud(P )

)
|P |1+γ2

+
(uw2)d(P )

|P |1+γ1+γ2
− 1

|P |2ud(P )

− (uw2)d(P )

|P |2+2γ1
− (uw2)d(P )

|P |2+2γ2
− (uw2)d(P )

|P |2+γ1+γ2
+

w2d(P )

|P |3+2γ1
+

w2d(P )

|P |3+2γ2
+

(uw2)2d(P )

|P |3+2γ1+2γ2

− (uw4)d(P )

|P |4+2γ1+2γ2

)−1((
yd(P )

|P |1+β1ud(P )/2
+

yd(P )

|P |1+β2ud(P )/2

)(
1− ud(P ) +

(uw)d(P )

|P |γ1

+
(uw)d(P )

|P |γ2
− (uw)d(P )

|P |1+γ1
− (uw)d(P )

|P |1+γ2
+

(uw2)d(P )
(
1− ud(P )

)
|P |1+γ1+γ2

)
− y2d(P )

|P |1+β1+β2

(
1

− 1

|P |
+
wd(P )

(
1− ud(P )

)
|P |1+γ1

+
wd(P )

(
1− ud(P )

)
|P |1+γ2

+
(uw2)d(P )

|P |1+γ1+γ2
− (uw2)d(P )

|P |2+γ1+γ2

)))
.

(5.3.33)

For |u| = q−1+ε and |w| = q1/2+γ−ε, we have that(
1 +

wd(P )
(
1− ud(P )

)
|P |1+γ1

+
wd(P )

(
1− ud(P )

)
|P |1+γ2

+
(uw2)d(P )

|P |1+γ1+γ2
− 1

|P |2ud(P )
− (uw2)d(P )

|P |2+2γ1

− (uw2)d(P )

|P |2+2γ2
− (uw2)d(P )

|P |2+γ1+γ2
+

w2d(P )

|P |3+2γ1
+

w2d(P )

|P |3+2γ2
+

(uw2)2d(P )

|P |3+2γ1+2γ2
− (uw4)d(P )

|P |4+2γ1+2γ2

)−1

,

(5.3.34)

130



is bounded by O(1) since every term other than the 1 is tending to 0 as d(P ) → ∞.
Thus, in this region, the local P -factor of G(u,w, y) is

1 +O

(
yd(P )

|P |1+βud(P )/2

)
+O

(
(u1/2y)d(P )

|P |1+β

)
+O

(
(u1/2wy)d(P )

|P |1+β+γ

)
+O

(
(u1/2w2y)d(P )

|P |1+β+2γ

)
+O

(
(u3/2w2y)d(P )

|P |1+β+2γ

)
+O

(
y2d(P )

|P |1+2β

)
+O

(
(wy2)d(P )

|P |2+2β+γ

)
+O

(
(uwy2)d(P )

|P |2+2β+γ

)
+O

(
(uw2y2)d(P )

|P |2+2β+2γ

)
. (5.3.35)

Similarly to the product Fγ1,γ2(u, y) considered earlier, we have that G(u,w, y) will
converge absolutely if all of the big O terms above are ≪ |P |−1−ε. Hence, we see
that G(u,w, y) converges absolutely for |u| = q−1+ε, |w| = q1/2+γ−ε, |y| < qβ|u1/2|,
|u1/2y| < qβ, |u1/2wy| < qβ+γ, |u1/2w2y| < qβ+2γ, |u3/2w2y| < qβ+2γ, |y| < qβ,
|wy2| < q1+2β+γ, |uwy2| < q1+2β+γ and |uw2y2| < q1+2β+2γ. With |u| = q−1+ε and
|w| = q1/2+γ−ε, we may take |y| = q−1/2+β−ε and these conditions are all satisfied.

Using Perron’s formula for the sum over h just as before, we therefore write
E≤X,γ1,γ2(N ;V = □) as a triple integral where the integration in y is over the circle
|y| = q−1/2+β−ε. We bound this integral using the estimation lemma, using the fact
that the products Cγ1,γ2(u,w) and G(u,w, y) are uniformly bounded on the region of
integration. This gives us the bound

E≤X,γ1,γ2(N ;V = □) ≪ε

∮
|u|=q−1+ε

∮
|w|=q1/2+γ−ε

∮
|y|=q−1/2+β−ε

du dw dy

|w|N+1|y|X+1

≪ε q
X(1/2−β)−N(1/2+γ)+εg. (5.3.36)

Remark 5.3.1. By factoring out the appropriate zeta factors to give an analytic
continuation of the generating series Fγ1.γ2(u, y) and G(u,w, y), one could possibly
improve on the error bounds in (5.3.27) and (5.3.36). However, we still obtain other
errors of size O(qX(1/2−β)−g−2gγ+εg) so this does not lead to an improvement of the
result of Theorem 5.1.3.

5.3.4 The error from SC(h;N ;V ̸= □)

We let E≤X(N ;V ̸= □) denote the error term in R2,≤X corresponding to the term
SC(h;N ;V ̸= □) after introducing the sum over h. We denote by E≤X,1(N ;V ̸= □)

the error term corresponding to So
C;1(N ;V ≠ □). We will bound E≤X,1(N ;V ̸= □)

below with the bound for E≤X(N ;V ≠ □) following similarly. Using the integral
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expression for So
C;1(N ;V ≠ □) given in [BFK23, (3.37)] and introducing the sum

over h, we have that E≤X,1(N ;V ̸= □) may be written as

E≤X,1(N ;V ̸= □) =
q3/2

(q − 1)

∑
h∈M≤X

µβ1,β2(h)

|h|3/2
1

(2πi)2

∮
|u|=q−ε

∮
|w|=q1/2+γ−ε

∑
n≤N

n+d(h) odd

g∑
j=0

×
∑

r≤n+d(h)−2g+2j−2
r odd

q−2j
∑

V2∈M(n+d(h)−r)/2−g+j−1

∑
V1∈Hr

H(V1;u,w)K(V, h;u,w)
dw du

wn+1uj+1
.

(5.3.37)

Here, for V = V1V
2
2 with V1 square-free, we have that

H(V1;u,w) =
∏
P ∤V1

(
1 +

∑
γ∈C

χV1(P )w
d(P )

|P |1+γ

(
1− ud(P )

)−1
)
, (5.3.38)

and

K(V, h;u,w) =
∏
P |h

( ∞∑
j=0

τC(P
j)G(V, χP j+ordP (h))wjd(P )

|P |3j/2

)(
1− ud(P )

)−1

×
∏
P ∤h
P |V

(
1 +

∞∑
j=1

τC(P
j)G(V, χP j)wjd(P )

|P |3j/2
(
1− ud(P )

)−1
)

×
∏
P ∤V1

P |hV2

(
1 +

∑
γ∈C

χV1(P )w
d(P )

|P |1+γ

(
1− ud(P )

)−1
)−1

. (5.3.39)

It is given in Section 3.4 of [BFK23] that H(V1;u,w) is convergent for |u| < 1 and
|w| < q1/2+γ−ε.

We consider the generating series of the sum over h in (5.3.37) as follows. For
the product K(V, h;u,w), we let AP (V ;u,w) be the local Euler factor over primes
P |h, we let BP (V ;u,w) denote the second Euler factor over primes P ∤ h and P |V ,
and let CP (V ;u,w)

−1 denote the final Euler factor over primes P ∤ V1 and P |hV2.
By Lemma 5.2.3, if P ∤ V and ordP (h) = 1, then G(V, χP j+ordP (h)) = 0 for j ≥ 1.
Thus, in this case,

AP (V ;u,w) = χP (V )|P |1/2
(
1− ud(P )

)−1
= χV1(P )|P |1/2

(
1− ud(P )

)−1
, (5.3.40)

132



where we have used the fact that q ≡ 1 (mod 4) so χP (V1) = χV1(P ). Similarly, if
P ∤ V and ordP (h) = 2, then AP (V ;u,w) = 0. Consequently, we have

∑
h∈M

µβ1,β2(h)

|h|3/2
K(V, h;u,w)yd(h)

=
∏
P |V1

(
BP (V ;u,w) +

µβ1,β2(P )

|P |3/2
AP (V ;u,w)yd(P ) +

µβ1,β2(P
2)

|P |3
AP (V ;u,w)y2d(P )

)

×
∏
P ∤V1

P |V2

CP (V ;u,w)−1

(
BP (V ;u,w) +

µβ1,β2(P )

|P |3/2
AP (V ;u,w)yd(P )

+
µβ1,β2(P

2)

|P |3
AP (V ;u,w)y2d(P )

)
×
∏
P ∤V

(
1 +

µβ1,β2(P )

|P |3/2
AP (V ;u,w)CP (V ;u,w)−1yd(P )

)
=
∏
P |V

BP (V ;u,w)
∏
P ∤V1

P |V2

CP (V ;u,w)−1

×
∏
P |V

(
1−

(
yd(P )

|P |3/2+β1
+

yd(P )

|P |3/2+β2
− y2d(P )

|P |3+β1+β2

)
AP (V ;u,w)BP (V ;u,w)−1

)

×
∏
P ∤V

(
1−

(
χV1(P )y

d(P )

|P |1+β1
+
χV1(P )y

d(P )

|P |1+β2

)
CP (V ;u,w)−1

(
1− ud(P )

)−1
)
.

(5.3.41)

Using this and observing that H(V1;u,w) =
∏

P ∤V1
CP (V ;u,w), we further write

H(V1;u,w)
∑
h∈M

µβ1,β2(h)

|h|3/2
K(V, h;u,w)yd(h)

=
∏
P |V

(
BP (V ;u,w)−

(
yd(P )

|P |3/2+β1
+

yd(P )

|P |3/2+β2
− y2d(P )

|P |3+β1+β2

)
AP (V ;u,w)

)

×
∏
P ∤V1

(
CP (V ;u,w)−

(
χV1(P )y

d(P )

|P |1+β1
+
χV1(P )y

d(P )

|P |1+β2

)(
1− ud(P )

)−1
)

×
∏
P ∤V1

P |V2

(
CP (V ;u,w)−

(
χV1(P )y

d(P )

|P |1+β1
+
χV1(P )y

d(P )

|P |1+β2

)(
1− ud(P )

)−1
)−1

:=J (V1;u,w)
∏
P |V1

EP (V ;u,w)
∏
P ∤V1

P |V2

FP (V ;u,w), (5.3.42)
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where

EP (V ;u,w) =

(
BP (V ;u,w)−

(
yd(P )

|P |3/2+β1
+

yd(P )

|P |3/2+β2
− y2d(P )

|P |3+β1+β2

)
AP (V ;u,w)

)
,

(5.3.43)

FP (V ;u,w) =

(
BP (V ;u,w)−

(
yd(P )

|P |3/2+β1
+

yd(P )

|P |3/2+β2
− y2d(P )

|P |3+β1+β2

)
AP (V ;u,w)

)
×
(
CP (V ;u,w)−

(
χV1(P )y

d(P )

|P |1+β1
+
χV1(P )y

d(P )

|P |1+β2

)(
1− ud(P )

)−1
)−1

,

(5.3.44)

and

J (V1;u,w) =
∏
P ∤V1

(
CP (V ;u,w)−

(
χV1(P )y

d(P )

|P |1+β1
+
χV1(P )y

d(P )

|P |1+β2

)(
1− ud(P )

)−1
)

=
∏
P ∤V1

(
1 +

(
χV1(P )w

d(P )

|P |1+γ1
+
χV1(P )w

d(P )

|P |1+γ2
− χV1(P )y

d(P )

|P |1+β1

− χV1(P )y
d(P )

|P |1+β2

)(
1− ud(P )

)−1
)
. (5.3.45)

Now, following the argument in [BFK23, Section 4.1], let i be minimal such that
|uiw| < qγ and |uiy| < qβ. Such an i exists since |u| = q−ε < 1. By writing (1 −
ud(P ))−1 =

∑∞
j=0 u

jd(P ) and factoring out the appropriate L-functions corresponding
to the zero and polar terms of the product J (V1;u,w), we may write

J (V1;u,w) =
2∏

j=1

(
L
(

w

q1+γj
, χV1

)
L
(

uw

q1+γj
, χV1

)
· · · L

(
ui−1w

q1+γj
, χV1

)
L
(

y

q1+βj
, χV1

)
L
(

uy

q1+βj
, χV1

)
· · · L

(
ui−1y

q1+βj
, χV1

))U(V1;u,w),
(5.3.46)

where the product U(V1;u,w) is absolutely convergent and hence analytic in the
region |u| < q−ε, |w| < q1/2+γ and |y| < q1/2+β. Note that the L-functions in the
above expression for J (V1;u,w) do not have any poles or zeros in this region as they
satisfy the Riemann hypothesis. We refer to the expository article [Alb24] for further
details on the factorisation method for obtaining a meromorphic continuation of an
Euler product. Using Perron’s formula for the sum over h, we then have
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E≤X,1(N ;V ̸= □)

=
q3/2

(q − 1)

1

(2πi)3

∮
|u|=q−ε

∮
|w|=r1

∮
|y|=r2

∑
m≤X

∑
n≤N

n+m odd

g∑
j=0

∑
r≤n+m−2g+2j−2

r odd

q−2j

×
∑

V2∈M (n+m−r)
2 −g+j−1

∑
V1∈Hr

J (V1;u,w)
∏
P |V1

EP (V ;u,w)
∏
P ∤V1

P |V2

FP (V ;u,w)
dy dw du

uj+1wn+1ym+1
,

(5.3.47)

where r1 = q1/2+γ−ε and we may take |y| = q1/2+β−ε.

We are now ready to bound E≤X,1(N ;V ̸= □). Following the argument in [BFK23,
Section 4.1], we first apply the Cauchy-Schwarz inequality to get

∣∣∣∣∣∣∣∣
∑

V1∈Hr

J (V1;u,w)
∏
P |V1

EP (V ;u,w)
∏
P ∤V1

P |V2

FP (V ;u,w)

∣∣∣∣∣∣∣∣
≪
( ∑

V1∈Hr

|J (V1;u,w)|2
)1/2( ∑

V1∈Hr

∏
P |V1

|EP (V ;u,w)|2
∏
P ∤V1

P |V2

|FP (V ;u,w)|2
)1/2

.

(5.3.48)

The factors EP (V ;u,w) and FP (V ;u,w) may be bounded trivially and for the L-
functions in the numerator of J (V1;u,w) in (5.3.46), we use the Lindelöf bound
[BCD+17, Theorem 20]:

L(u, χV1) ≪ |V1|ϵ, (5.3.49)

which is valid for |u| < q−1/2. Then, for the L-functions in the denominator, we use
Theorem 5.2.6 to bound the sum over V1. It follows that

∑
V1∈Hr

J (V1;u,w)
∏
P |V1

EP (V ;u,w)
∏
P ∤V1

P |V2

FP (V ;u,w) ≪ε q
r+εr. (5.3.50)

We bound the integral expression for E≤X,1(N ;V ̸= □) using absolute values and
using the above bound for the sum over V1, we have
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E≤X,1(N ;V ̸= □)

≪
∮
|u|=q−ε

∮
|w|=q1/2+γ−ε

∮
|y|=q1/2+β−ε

∑
m≤X

∑
n≤N

n+m odd

g∑
j=0

∑
r≤n+m−2g+2j−2

r odd

q−2j

×
∑

V2∈M(n+m−r)/2−g+j−1

qr+εr dy dw du

|u|j+1|w|n+1|y|m+1
. (5.3.51)

Applying the triangle inequality to the remaining sums, we bound the integrand on
the contours of integration by

∑
m≤X

q−m(1/2+β−ε)
∑
n≤N

n+m odd

q−n(1/2+γ−ε)

g∑
j=0

qεj−2j
∑

r≤n+m−2g+2j−2
r odd

qr+εr
∑

V2∈M (n+m−r)
2 −g+j−1

1

≪ε

∑
m≤X

q−m(1/2+β−ε)
∑
n≤N

n+m odd

q−n(1/2+γ−ε)

g∑
j=0

qεj−2j
∑

r≤n+m−2g+2j−2
r odd

q(n+m+r)/2−g+j+εr

≪ε

∑
m≤X

q−m(1/2+β−ε)
∑
n≤N

n+m odd

q−n(1/2+γ−ε)

g∑
j=0

qn+m−2g+ε(n+m−2g+3j)

≪ε

∑
m≤X

q−m(1/2+β−ε)
∑
n≤N

n+m odd

qn(1/2−γ)+m−2g+ε(2n+m+g)

≪ε

∑
m≤X

qm(1/2−β)+N(1/2−γ)−2g+ε(2N+2m+g)

≪ε q
X(1/2−β)+N(1/2−γ)−2g+ε(2N+2X+g)

≪ε q
X(1/2−β)+N(1/2−γ)−2g+εg. (5.3.52)

The length of the contours is of size 1 as g → ∞ so by the estimation lemma, we
therefore have the bound

E≤X,1(N ;V ̸= □) ≪ε q
X(1/2−β)+N(1/2−γ)−2g+εg, (5.3.53)

The other terms in E≤X(N ;V ̸= □) may be bounded similarly. Consequently, for
N ∈ {2g, 2g − 1}, we have that

E≤X(N ;V ̸= □) ≪ε q
X(1/2−β)−g−2gγ+εg. (5.3.54)
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5.3.5 Completing the proof

To finish the proof of Theorem 5.1.3, we collect the bounds for the error terms in
(5.3.17), (5.3.27), (5.3.36) and (5.3.54) and choose a suitable value for X. First, if
Re(α1),Re(α2) ≥ 0, the contribution of the error in SA(h; 2g) to R2,≤X will be

≪ε q
X(1/2−β)−g−2gmin{Re(α1),Re(α2)}+εg (5.3.55)

Similarly, the contribution of the error in the second piece of the approximate
functional equation q−2gASA−(h; 2g − 1) will be

≪ε q
−2gRe(α1+α2)+X(1/2−β)−g−2gmin{−Re(α1),−Re(α2)}+εg

≪ε q
X(1/2−β)−g−2gmin{Re(α1),Re(α2)}+εg. (5.3.56)

Recalling the bound for R2,>X in (5.3.13), we choose X = 2g(1+2min{Re(α1),Re(α2)}−ε)
(1−2βε)

which proves Theorem 5.1.3 in this case with the error

E2 ≪ε q
−2gβ(1+2min{Re(α1),Re(α2)})+εgβ. (5.3.57)

If Re(α1),Re(α2) < 0, then by additionally using (5.2.15), we have that the error
in R2,≤X will be

≪ε q
−2gRe(α1+α2)qX(1/2−β)−g−2gmin{−Re(α1),−Re(α2)}+εg

≪ε q
X(1/2−β)−g+2gmax{|Re(α1)|,|Re(α2)|}+εg. (5.3.58)

In this case we take X = 2g(1−2max{|Re(α1)|,|Re(α2)|}−ε)
(1−2βε)

and obtain the bound

E2 ≪ε q
−2gβ(1−2max{|Re(α1)|,|Re(α2)|})+εgβ. (5.3.59)

Finally, if Re(α1) < 0 and Re(α2) ≥ 0, the error in R2,≤X will be

≪ε q
−2gRe(α1)qX(1/2−β)−g−2gmin{−Re(α1),Re(α2)}+εg

≪ε q
X(1/2−β)−g−2gmin{0,Re(α1+α2)}+εg. (5.3.60)

Choosing X = 2g(1+2min{0,Re(α1+α2)}−ε)
(1−2βε)

then finishes the proof with the bound

E2 ≪ε q
−2gβ(1+2min{0,Re(α1+α2)})+εgβ. (5.3.61)
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The case Re(α1) ≥ 0 and Re(α2) < 0 is similar.
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Chapter 6

Mollified moments of quadratic
Dirichlet L-functions over function
fields

6.1 The mollification method

Mollifying L-functions is a very useful technique for obtaining information about
their zeros. We demonstrate the general idea in the case of the Riemann zeta function.
Recall Conjecture 1.4.6 which states that the 2k-th moment of zeta should satisfy

1

T

∫ T

0

|ζ(1
2
+ it)|2k dt ∼ aζ(k)cζ(k)(log T )

k2 , (6.1.1)

for a certain arithmetic factor aζ(k) and a precise value for the constant cζ(k) put
forward by Keating and Snaith [KS00b]. The purpose of a mollifier is to dampen the
large values of ζ(1

2
+ it) and thus save the factor of (log T )k2 in the 2k-th moment.

More specifically, the mollifier is a Dirichlet polynomial that should approximate
ζ(1

2
+ it)−1. Since, for Re(s) > 1/2 assuming the Riemann Hypothesis, the reciprocal

of the zeta function has the Dirichlet series

1

ζ(s)
=

∞∑
n=1

µ(n)

ns
, (6.1.2)

the natural choice of mollifier stems from truncating this series. The most common
choice of mollifier for the zeta function is

MN(s, P ) =
∑
n≤N

µ(n)

ns
P

(
log(N/n)

logN

)
, (6.1.3)

139



were P (x) is a polynomial satisfying P (0) = 0. The mollified moments should then
satisfy

1

T

∫ T

0

|ζ(1
2
+ it)MN(

1
2
+ it, P )|2k dt ≍ 1, (6.1.4)

as T → ∞.
Mollifying the zeta function was first performed successfully by Selberg [Sel42]

who showed that a positive (but small) proportion of the non-trivial zeros of ζ(s)
lie on the critical line Re(s) = 1/2. Later, Levinson [Lev74] showed how mollifying
the second moment of zeta can yield a lower bound on the proportion of non-trivial
zeros on the critical line. In particular, with P (x) = x and the length of the mollifier
taken to be N = T θ with 0 < θ < 1/2, Levinson proved that

1

T

∫ T

0

|ζ(1
2
+ it)MT θ(1

2
+ it, P )|2 dt ∼ 1 +

1

θ
. (6.1.5)

He used this result to infer that at least 1/3 of the non-trivial zeros of ζ(s) are in fact
on the critical line. Subsequently, Conrey [Con89] considered the case of a general
polynomial P and showed that

1

T

∫ T

0

|ζ(1
2
+ it)MT θ(1

2
+ it, P )|2 dt ∼ |P (1)|2 + 1

θ

∫ 1

0

P ′(t)2 dt (6.1.6)

for θ < 4/7. From this Conrey was able to deduce that the proportion of zeros on
the line is at least 2/5.

The case of the zeta function highlights the key point when it comes to working
with mollifiers. If one wants to obtain stronger results then one needs to increase the
length of the mollifier but this is in general very difficult. There have been slight
improvements in the proportion of zeros on the line by taking different (but not
longer) mollifiers to ≥ 0.4105 in [BCY11] and ≥ 0.417293 in [PRZZ20].

Farmer [Far93] conjectured that (6.1.5) holds for all θ > 0 and this is the so
called θ = ∞ conjecture. Farmer also proved that this conjecture would imply that
100% of the non-trivial zeros are on the critical line. It has also been shown by
Radziwiłł [Rad12] that MT θ(s, P ) is in a sense the optimal mollifier of length T θ

and that Levinson’s method can give a proportion of 100% only if one can take θ
arbitrarily large. In [BG17], Bettin and Gonek showed that the θ = ∞ conjecture in
fact implies the Riemann hypothesis and more specifically that if one can obtain the
bound
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1

T

∫ T

0

|ζ(1
2
+ it)MT θ(1

2
+ it, P )|2 dt≪ε T

ε (6.1.7)

for all ε > 0 and some θ > 0, then ζ(s) has no zeros in the half plane Re(s) > 1
2
+ 1

2θ
.

The method of mollifying may also be applied to derivatives of L-functions as
well. For instance, it is known that RH implies that all the zeros of ξ(k)(s), where
ξ(s) is Riemann’s ξ-function, lie on the line Re(s) = 1/2. By considering the second
mollified moment of ξ(k)(s), Conrey [Con83] showed that the proportion of zeros of
ξ(k)(s) on the critical line is 1 +O(k−2) as k → ∞. Importantly, this result does not
require an arbitrarily long mollifier to be used.

6.1.1 Non-vanishing of L-functions

In [Cho65], Chowla conjectured that L(1
2
, χ) ̸= 0 for all Dirichlet L-functions. This

conjecture remains open and it is now widely believed that an L-function should not
vanish at the central point unless there is some specific reason for it. For example,
the sign of the functional equation may be −1 or there may be some arithmetic
reason why the L-function vanishes.

Another application of the mollifier method is to obtain non-vanishing results for
L-functions at the central point. Here we consider the family of quadratic Dirichlet
L-functions to illustrate the setup. Asymptotic formulae for the first and second
moments were obtained by Jutila [Jut81] who showed that as X → ∞,

∑∗

0<d≤X

L(1
2
, χd) ∼ c1X logX (6.1.8)

and

∑∗

0<d≤X

L(1
2
, χd)

2 ∼ c2X(logX)3, (6.1.9)

for certain constants c0, c1 and where the sum is only over fundamental discriminants.
By the Cauchy-Schwarz inequality, one then has that

∑∗

0<d≤X
L(1/2,χd )̸=0

1 ≥

(∑∗

0<d≤X
L(1

2
, χd)

)2∑∗

0<d≤X
L(1

2
, χd)2

≫ X

logX
. (6.1.10)

This shows that the proportion of discriminants 0 < d ≤ X such that L(1
2
, χd) ̸= 0 is

≫ (logX)−1. Letting X → ∞, the proportion of L(1
2
, χd) ̸= 0 is then at least 0%.

To obtain a positive proportion of non-vanishing for L(1
2
, χd), the mollifier method
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can be applied. Similarly to the case of the Riemann zeta function, the mollifier is
a Dirichlet polynomial that should approximate L(1

2
, χd)

−1. This is the approach
employed by Soundararajan in [Sou00]. He takes a mollifier roughly of the form

MN(χd) =
∑
n≤N

µ(n)χd(n)

n1/2
, (6.1.11)

where N = Xθ. For θ < 1/2, Soundararajan shows that the mollified first and second
moments satisfy

∑∗

0<d≤X

|L(1
2
, χd)MXθ(χd)| ∼ c′1X, (6.1.12)

and

∑∗

0<d≤X

|L(1
2
, χd)MXθ(χd)|2 ∼ c′2X. (6.1.13)

for some c′0, c′1. Applying the Cauchy-Schwarz inequality here then gives

∑∗

0<d≤X
L(1/2,χd) ̸=0

1 ≥

(∑∗

0<d≤X
|L(1

2
, χd)MXθ(χd)|

)2∑∗

0<d≤X
|L(1

2
, χd)MXθ(χd)|2

≍ X. (6.1.14)

This yields a positive and computable proportion of non-vanishing depending on θ.
The proportion tends to 1 as θ → ∞ so again, one wants to take the mollifier to
be as long as possible. With θ < 1/2, Soundararajan gets that at least 87.5% of
L(1

2
, χd) ̸= 0. Assuming GRH, Özlük and Snyder [ÖC99] computed the one-level

density of zeros of this family when the support of the Fourier transform of the
test function is in (−2, 2). Their result implies that at least 15/16 = 93.75% of
L(s, χd) do not vanish at s = 1/2. We note that while Soundararajan’s non-vanishing
proportion is smaller, the approach using the mollified moments does not require
GRH to be assumed.

A similar approach can be used to yield non-vanishing results on the derivatives
of L-functions at the central point. In [KMV00], Kowalski, Michel and VanderKam
gave asymptotic formulae for the mollified first and second moments of the derivatives
ξ(k)(1

2
, f) where ξ(s, f) is the completed L-function attached to a primitive Hecke

eigenform f of weight 2. This is an orthogonal family of L-functions so half of
the family have an even functional equation and the other half odd. Consequently,
the strongest result one can hope to obtain is that 50% of ξ(k)(1

2
, f) ̸= 0 for any k.

The key result of [KMV00] is that this proportion can be shown to tend to 50% as
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k → ∞, regardless of the length of the mollifier. This is analogous to the result of
Conrey [Con83] on the proportion of zeros of ξ(k)(s) on the critical line. Using similar
techniques, Michel and VanderKam [MV00] computed the mollified moments of the
derivatives ξ(k)(1

2
, χ) where now ξ(s, χ) is a completed Dirichlet L-function attached

to the character χ. They show that as k → ∞, the proportion of non-vanishing
of ξ(k)(1

2
, χ) approaches 1/2 if using the “standard” mollifier and 2/3 if they use a

two-piece mollifier.
In this chapter our goal is to compute mollified moments of the family of quadratic

Dirichlet L-functions L(s, χD) in the function field setting. We will prove asymptotic
formulae for the first and second mollified moments with a sufficiently short mollifier
and show that this restriction on the mollifier may be removed if one assumes
the Ratios Conjecture. As an application, we obtain a non-vanishing result on the
derivatives of the completed L-functions ξ(s, χD). Our results are therefore a function
field analogue of those of [Sou00] and [KMV00, MV00].

6.2 Background and statement of results

6.2.1 The Ratios Conjecture

It was shown by Conrey and Snaith [CS07] that one may compute mollified moments
of L-functions using formulae for the averages of ratios of the L-functions. In
particular, if one assumes the Ratios Conjecture for the L-functions in question, one
may obtain the mollified moments for a mollifier of arbitrarily long length. This then
allows the strongest possible results on proportions of zeros on the critical line or
non-vanishing at the central point to be obtained.

Our approach to compute the mollified moments for the family of quadratic
Dirichlet L-functions in the function field setting will be based on that demonstrated
in [CS07] and also the ideas given in [You10]. Our full results will also be conditional
on the Ratios Conjecture but we obtain partial, unconditional results using the the
work of Bui, Florea and Keating [BFK23]. They prove the Ratios Conjecture for the
family of quadratic Dirichlet L-functions over function fields in certain ranges of the
parameters which allows us to make our results unconditional for sufficiently short
mollifiers.

Below we recall the Ratios Conjecture for the family L(s, χD), formulated by
Andrade and Keating in [AK14], that we will make use of subsequently.

Conjecture 6.2.1 (The Ratios Conjecture). For |Re(αj)| < 1/4 and 1/g ≪
Re(βj) < 1/4 for 1 ≤ j ≤ k, we have, as g → ∞,
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1

|H2g+1|
∑

D∈H2g+1

∏k
j=1 L(

1
2
+ αj, χD)∏k

j=1 L(
1
2
+ βj, χD)

=
∑

ϵj∈{−1,1}

k∏
j=1

qg(ϵjαj−αj)Y (ϵ1α1, . . . , ϵkαk; β)A(ϵ1α1, . . . , ϵkαk; β) +O(q−δg) (6.2.1)

for some δ > 0, where

Y (α; β) =

∏
1≤i≤j≤k ζq(1 + αi + αj)

∏
1≤i<j≤k ζq(1 + βi + βj)∏

1≤i,j≤k ζq(1 + αi + βj)
, (6.2.2)

and

A(α; β) =
∏
P∈P

∏
1≤i≤j≤k

(
1− 1

|P |1+αi+αj

)∏
1≤i<j≤k

(
1− 1

|P |1+βi+βj

)
∏

1≤i,j≤k

(
1− 1

|P |1+αi+βj

)
× |P |

|P |+ 1

1

2

∏k
j=1

(
1− 1

|P |1/2+βj

)
∏k

j=1

(
1− 1

|P |1/2+αj

) +
1

2

∏k
j=1

(
1 + 1

|P |1/2+βj

)
∏k

j=1

(
1 + 1

|P |1/2+αj

) +
1

|P |

 .

(6.2.3)

The conditions on the real parts of the shifts αj and βj are there to ensure that
the Euler products appearing in the expected asymptotic formula are convergent.
However, the conjecture can be extended to a wider range, so long as the Euler
products are convergent. As mentioned in Chapter 5, the above conjecture has
recently been proven for certain ranges of the parameters when 1 ≤ k ≤ 3 in [BFK23].
We recall their result below.

Theorem 6.2.2 (Bui, Florea and Keating). Let 0 < Re(βj) < 1/2 for 1 ≤ j ≤ k.
Denote α = max{|Re(α1)|, . . . , |Re(αk)|} and β = min{Re(β1), . . . ,Re(βk)}. Then
Conjecture 6.2.1 holds for 1 ≤ k ≤ 3 with the error term Ek, where

E1 ≪ε

q−gβ(3+2α)+εgβ if 0 ≤ Re(α) < 1/2 and β ≫ g−1/2+ε,

q−gβ(3−4α)+εgβ if − 1/2 < Re(α) < 0 and β ≫ g−1/2+ε,
(6.2.4)

and

E2 ≪ε q
−gβmin{ 1−4α

1+β
, 1−2α
2+β

}+εgβ if α < 1/4 and β ≫ g−1/4+ε, (6.2.5)
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E3 ≪ε q
−gβmin{ 1/4−4α

β
,
1/2−4α
3+β

}+εgβ if α < 1/16 and β ≫ g−1/6+ε. (6.2.6)

We will make use of Theorem 6.2.2 in the cases k = 1 and k = 2. We will see
in the proofs of our main results that because Theorem 6.2.2 does not allow us to
take β ≫ 1/g with a power saving error as in the full conjecture, it is the size of the
bound on the error term that determines how long a mollifier we may take. This was
part of the motivation for improving the bound on the error E2 in Theorem 6.2.2 in
Chapter 5 where we obtained the following.

Theorem 6.2.3. With notation as in Theorem 6.2.2, suppose α < 1/2 and β ≫
g−1/4+ε. Then, the error term E2 satisfies

E2 ≪ε


q−2gβ(1+2min{Re(α1),Re(α2)})+εgβ if Re(α1),Re(α2) ≥ 0,

q−2gβ(1−2max{|Re(α1)|,|Re(α2)|})+εgβ if Re(α1),Re(α2) < 0,

q−2gβ(1+2min{0,Re(α1+α2)})+εgβ if Re(αi) ≥ 0 and Re(αj) < 0 for i ̸= j.

(6.2.7)

6.2.2 The mollification

For our choice of mollifier, we take the standard notion of a mollifier in the number
field setting and translate it to the function field setting in the natural way. The
mollifier is a Dirichlet polynomial whose purpose is to approximate L(1

2
, χD)

−1 so
we begin with the Dirichlet series

1

L(s, χD)
=
∑
f∈M

µ(f)χD(f)

|f |s
, (6.2.8)

which is convergent for Re(s) > 1/2. Truncating this series and multiplying by a
smoothing function leads us to the mollifier

My(χD, P ) =
∑
f∈M
|f |≤y

µ(f)χD(f)

|f |1/2
P

(
log(y/|f |)

log y

)
, (6.2.9)

where P is a polynomial satisfying P (0) = 0 and y = (q2g)θ for θ > 0. Provided
that the mollifier is not too long, i.e. θ is sufficiently small, we will prove asymptotic
formulae for the first and second mollified moments
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1

|H2g+1|
∑

D∈H2g+1

L(1
2
, χD)My(χD, P ), (6.2.10)

and

1

|H2g+1|
∑

D∈H2g+1

|L(1
2
, χD)My(χD, P )|2. (6.2.11)

In fact, we obtain much more general results on mollified moments of linear combina-
tions of the derivatives ξ(k)(1

2
, χD) where we recall that ξ(s, χD) = q(2s−1)g/2L(s, χD)

is the completed L-function. These are described by our main results below.

Theorem 6.2.4. Let Q be an even polynomial and P a polynomial satisfying P (0) = 0.
Then for θ < 3/2, we have as g → ∞,

Q

(
1

g log q

d

dα

)
1

|H2g+1|
∑

D∈H2g+1

ξ(1
2
+ α, χD)My(χD, P )

∣∣∣∣
α=0

= P (1)Q(1) +
1

2θ
P ′(1)

∫ 1

0

Q(t)dt+O(1/g). (6.2.12)

Assuming Conjecture 6.2.1, the result holds for any θ > 0.

Theorem 6.2.5. Let Q1, Q2 be even polynomials and P1, P2 polynomials satisfying
Pj(0) = P ′

j(0) = 0 for j = 1, 2. Then for θ < 1/2, we have as g → ∞,

Q1

(
1

g log q

d

dα

)
Q2

(
1

g log q

d

dβ

)
× 1

|H2g+1|
∑

D∈H2g+1

ξ(1
2
+ α, χD)ξ(

1
2
+ β, χD)My(χD, P1)My(χD, P2)

∣∣∣∣
α=β=0

=
1

8θ

∫ 1

0

∫ 1

0

(
1

θ
P ′′
1 (r)Q̃1(u)− 4θP1(r)Q

′
1(u)

)(
1

θ
P ′′
2 (r)Q̃2(u)− 4θP2(r)Q

′
2(u)

)
dudr

+
1

4

(
1

θ
P ′
1(1)Q̃1(1) + 2P1(1)Q1(1)

)(
1

θ
P ′
2(1)Q̃2(1) + 2P2(1)Q2(1)

)
+O(1/g),

(6.2.13)

where

Q̃(u) =

∫ u

0

Q(t) dt. (6.2.14)

Assuming Conjecture 6.2.1, the result holds for any θ > 0.
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Remark 6.2.6. 1. We only consider even polynomials Q in Theorems 6.2.4 and
6.2.5 since by the functional equation

ξ(s, χD) = ξ(1− s, χD), (6.2.15)

we have that ξ(k)(1
2
, χD) = 0 if k is odd.

2. Theorem 6.2.5 is the function field analogue of Theorem 5.2 in [CS07] which
gives a formula for the mollified second moment of quadratic Dirichlet L-
functions assuming the Ratios Conjecture. Our result additionally shows that
the formula holds unconditionally for θ < 1/2.

3. Asymptotics for the mollified moments in (6.2.10) and (6.2.11) can be recovered
by taking Q(x) = Q1(x) = Q2(x) = 1 in Theorems 6.2.4 and 6.2.5. In
particular, we find that

1

|H2g+1|
∑

D∈H2g+1

L(1
2
, χD)My(χD, P ) ∼ P (1) +

1

2θ
P ′(1), (6.2.16)

and

1

|H2g+1|
∑

D∈H2g+1

|L(1
2
, χD)My(χD, P )|2 ∼

(
P (1) +

1

2θ
P ′(1)

)2

+
1

24θ3

∫ 1

0

P ′′(r)2 dr. (6.2.17)

The conditions on θ in Theorems 6.2.4 and 6.2.5 are necessary to ensure that the
error we obtain does not dominate the main term. We will show explicitly how we
are led to these conditions in the proofs of the theorems. Similarly, the condition
that the polynomial P in the mollifier satisfies P (0) = P ′(0) = 0 in Theorem 6.2.5 is
also needed to bound an error term suitably. Again, we will point out where this is
necessary in the proof.

6.2.3 Applications to non-vanishing

As an application of our results on the mollified moments, we are able to obtain
non-vanishing results on the derivatives ξ(2k)(1

2
, χD). To do this we first introduce

some notation. For Q(x) =
∑

n≥0 anx
n an even polynomial, we define the differential

operator
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Q̂ = Q

(
1

g log q

d

ds

)
=
∑
n≥0

an
(g log q)n

dn

dsn
. (6.2.18)

Then we define the first and second mollified moments

S1(P,Q) =
1

|H2g+1|
∑

D∈H2g+1

Q̂
(
ξ(s, χD)

)
(1
2
)My(χD, P ), (6.2.19)

and

S2(P,Q) =
1

|H2g+1|
∑

D∈H2g+1

|Q̂
(
ξ(s, χD)

)
(1
2
)My(χD, P )|2. (6.2.20)

By Theorem 6.2.4, we have that

S1(P,Q) = P (1)Q(1) +
1

2θ
P ′(1)Q̃(1) +O(1/g). (6.2.21)

Similarly, taking Q = Q1 = Q2 in Theorem 6.2.5, for a polynomial P with P (0) =

P ′(0) = 0, we have

S2(P,Q) =

(
P (1)Q(1) +

1

2θ
P ′(1)Q̃(1)

)2

+
1

8θ

∫ 1

0

∫ 1

0

(
1

θ
P ′′(r)Q̃(u)− 4θP (r)Q′(u)

)2

du dr +O(1/g).

(6.2.22)

Now, by applying the Cauchy-Schwarz inequality in the usual way, we have that

1

|H2g+1|
|{D ∈ H2g+1 : Q̂

(
ξ(s, χD)

)
(1
2
) ̸= 0}| ≥ S1(P,Q)

2

S2(P,Q)
. (6.2.23)

Using the above two expressions for S1(P,Q) and S2(P,Q) on the right-hand side of
this inequality then gives us the following general non-vanishing result.

Theorem 6.2.7. For Q an even polynomial, we have that as g → ∞,

1

|H2g+1|
|{D ∈ H2g+1 : Q̂

(
ξ(s, χD)

)
(1
2
) ̸= 0}| ≥ sup

P,θ

1

1 +R(P,Q)
+ o(1), (6.2.24)

where the supremum is over all polynomials P with P (0) = P ′(0) = 0 and real
numbers 0 < θ < 1/2. Also, the ratio R(P,Q) is given by
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R(P,Q) =
(2θ)−1

∫ 1

0

∫ 1

0

(
P ′′(r)Q̃(u)− 4θ2P (r)Q′(u)

)2
du dr(

2θP (1)Q(1) + P ′(1)Q̃(1)
)2 . (6.2.25)

Remark 6.2.8. 1. The ratio R(P,Q) is non-negative and so the non-vanishing
proportion is at most 1 as expected.

2. The ratio R(P,Q) above has a very similar expression to the analogous ratio
appearing in [KMV00]. In particular, if we set ∆ = 2θ, replace Q̃ by Q and Q
by Q′, we get exactly the expression given in [KMV00, (31)].

3. By the continuity of R(P,Q) in P and θ, when determining the value of the
supremum above, one may take θ = 1/2 and allow P to range over all power
series P (x) = a2x

2+a3x
3+. . . such that this series and the series for everything

up to and including P ′′(x)2 are absolutely convergent on [0, 1].

Finally, we examine in more detail the non-vanishing of ξ(2k)(1
2
, χD). We denote

the proportion of non-vanishing by

p2k = lim inf
g→∞

|{D ∈ H2g+1 : ξ
(2k)(1

2
, χD) ̸= 0}|

|H2g+1|
. (6.2.26)

By taking Q(x) = x2k in Theorem 6.2.7 and determining the optimal choice of P to
minimise R(P, x2k), we will prove the following.

Theorem 6.2.9. For all k ≥ 0, we have that p2k > 0. Moreover, we have p2k ≥ π2k,
where π2k satisfies

π2k = 1− 1

16(2k)2
+O(k−3), (6.2.27)

as k → ∞. In particular, we have

p0 ≥ 0.875, p2 ≥ 0.9895, p4 ≥ 0.9971, p6 ≥ 0.9986 and p8 ≥ 0.9991. (6.2.28)

For the family of quadratic Dirichlet L-functions L(s, χD) over function fields, it is
known due to a result of Li [Li18] that Chowla’s conjecture does not hold. In fact, Li’s
result implies that L(1

2
, χD) = 0 infinitely often. However, by the density conjectures

of Katz and Sarnak [KS99b], it is predicted that we should have L(1
2
, χD) ̸= 0 for

almost all, i.e. 100%, of discriminants D. Bui and Florea [BF18], by computing
the one-level density of zeros, have shown that the proportion of non-vanishing of
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L(1
2
, χD) is > 94%. In [ELS20], Ellenberg, Li and Shusterman obtained an upper

bound, depending on q, on the proportion of L(s, χD) which vanish at s = 1/2. Their
bound tends to 0 as q → ∞ and thus improves upon the bound given in [BF18] for
sufficiently large q.

Our lower bound on this proportion p0 of 0.875 is therefore not an improvement
but shows a clear analogy between our results and those of Soundararajan in [Sou00].
Our Theorem 6.2.9 is also a function field analogue of [KMV00, Theorem 1.2]
and [MV00, Theorem 1] and shows that L-functions L(s, χD) with a high order of
vanishing at s = 1/2 are rare.

6.3 The mollified first moment

In this section we will prove Theorem 6.2.4. We begin with the shifted mollified first
moment

M(α, P ) :=
1

|H2g+1|
∑

D∈H2g+1

L(1
2
+ α, χD)My(χD, P ), (6.3.1)

Proposition 6.3.1. For θ < 3/2, we have

M(α, P ) =
1 + q−2gα

2
P (1) +

1− q−2gα

2α log y
P ′(1) +O(1/g), (6.3.2)

uniformly for α ≪ 1/g. Assuming Conjecture 6.2.1, the result holds for any θ > 0.

Proof. We begin by writing the mollifier in the form of a contour integral by using
the fact that for |f | ≤ y and n ∈ N,(

log(y/|f |)
log y

)n

=
n!

(log y)n
1

2πi

∫
(c)

(
y

|f |

)z
dz

zn+1
, (6.3.3)

where c > 0. This can be seen by moving the contour to −∞ and computing the
residue of the pole at z = 0. Therefore, by writing P (x) =

∑
n≥1 pnx

n, we have

My(χD, P ) =
∑
n≥1

pnn!

logn y

∑
f∈M
|f |≤y

µ(f)χD(f)

|f |1/2
1

2πi

∫
(c)

(
y

|f |

)z
dz

zn+1
. (6.3.4)

Now, if |f | > y, by moving the contour far to the right we see that the contour
integral above vanishes. Thus, we may drop the condition that |f | ≤ y from the sum
over f . Then, since Re(z) > 0, the resulting series converges and we have

My(χD, P ) =
∑
n≥1

pnn!

logn y

1

2πi

∫
(c)

yz

zn+1

dz

L(1
2
+ z, χD)

. (6.3.5)
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Using this expression for the mollifier in (6.3.1) yields

M(α, P ) =
∑
n≥1

pnn!

logn y

1

2πi

∫
(c)

yz

zn+1

1

|H2g+1|
∑

D∈H2g+1

L(1
2
+ α, χD)

L(1
2
+ z, χD)

dz. (6.3.6)

By Theorem 6.2.2, for |Re(α)| < 1/2 and g−1/2+ε ≪ c < 1/2, the mean value of the
ratio of L-functions appearing in the integrand is given by

1

|H2g+1|
∑

D∈H2g+1

L(1
2
+ α, χD)

L(1
2
+ z, χD)

=
ζq(1 + 2α)

ζq(1 + α + z)
A(α; z) + q−2gα ζq(1− 2α)

ζq(1− α + z)
A(−α; z)

+O(q−gc(3−4|Re(α)|)+εcg), (6.3.7)

where A(α; z) is the Euler product defined in (6.2.3). As y = q2gθ and α ≪ 1/g, by
bounding the integral by absolute values, the contribution of the error term above to
(6.3.6) will be

≪ε q
cg(2θ−3+ε). (6.3.8)

This error is ≪ε q
−εg if and only if θ < 3/2. On the other hand, if we assume the

Ratios Conjecture, then (6.3.7) holds for 1/g ≪ c < 1/2 with an error that is O(q−εg)

uniformly. In this case, we may take c ≍ 1/g and then the contribution of the error
term to (6.3.6) will be ≪ε q

−εg for any θ > 0. Thus, unconditionally for θ < 3/2 and
conditionally for any θ > 0, we may write

M(α, P ) = I(α, P ) + q−2gαI(−α, P ) +O(q−εg), (6.3.9)

where

I(α, P ) = ζq(1 + 2α)
∑
n≥1

pnn!

logn y
Jα(y), (6.3.10)

with

Jα(y) =
1

2πi

∫
(c)

yz

zn+1

A(α; z)

ζq(1 + α + z)
dz. (6.3.11)

By moving the contour to Re(z) = −δ, where δ > 0 is sufficiently small so that the
Euler product is absolutely convergent, we have that Jα(y) is given by the residue
at z = 0 plus the new integral along the line Re(z) = −δ. We write the residue at
z = 0 as an integral where the contour is a circle around zero and we bound the new
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integral by absolute values to obtain

∣∣∣∣ 1

2πi

∫
(−δ)

yz

zn+1

A(α; z)

ζq(1 + α + z)
dz

∣∣∣∣≪ y−δ

∫
(−δ)

1

|z|n+1
dz ≪ y−δ

∫ ∞

−∞

1

|t|n+1
dt,

(6.3.12)
where we have used that fact that the product A(α; z) is absolutely convergent on
the line Re(z) = −δ and so the factor A(α; z)ζq(1 + α+ z)−1 is uniformly bounded.
As n ≥ 1, the last integral over t converges and so the integral over Re(z) = −δ is
bounded by y−δ ≪ q−εg. We therefore have that

Jα(y) =
1

2πi

∮
yz

zn+1

A(α; z)

ζq(1 + α + z)
dz +O(q−εg), (6.3.13)

where the contour is now a circle of radius ≍ 1/g around zero. On this circular
contour, for α, z ≪ 1/g, we use the Taylor expansion

A(α; z)

ζq(1 + α + z)
= (α + z)A(0; 0) log q +O(g−2). (6.3.14)

From the definition in (6.2.3), we have that A(0; 0) = 1 which gives us

Jα(y) =
log q

2πi

∮
yz

zn+1

(
(α + z) +O(g−2)

)
dz =

log q

2πi

∮
yz

zn+1
(α + z) dz +O(gn−2),

(6.3.15)
where we have used the estimation lemma to bound the integral of the error term by∣∣∣∣g−2

2πi

∮
yz

zn+1
dz

∣∣∣∣≪ gn−2. (6.3.16)

Next, by computing the residue at z = 0, we have that for n ≥ 1,

1

2πi

∮
yz

zn+1
dz =

logn y

n!
. (6.3.17)

Therefore

∑
n≥1

pnn!

logn y

1

2πi

∮
yz

zn+1
dz =

∑
n≥1

pn = P (1) (6.3.18)

and

∑
n≥1

pnn!

logn y

1

2πi

∮
yz

zn
dz =

1

log y

∑
n≥1

npn =
1

log y
P ′(1). (6.3.19)

Therefore, by combining (6.3.10), (6.3.15), (6.3.18) and (6.3.19), we have
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I(α;P ) = ζq(1 + 2α) log q

(
αP (1) +

1

log y
P ′(1) +O(g−2)

)
. (6.3.20)

Lastly, for α ≍ 1/g, we have the Laurent expansion

ζq(1 + 2α) =
1

2α log q
+O(1) = O(g), (6.3.21)

and so we have

I(α;P ) =
1

2
P (1) +

1

2α log y
P ′(1) +O(g−1), (6.3.22)

uniformly on any fixed annulus |α| ≍ 1/g. Plugging this back into (6.3.9) yields

M(α;P ) =
1 + q−2gα

2
P (1) +

1− q−2gα

2α log y
P ′(1) +O(g−1), (6.3.23)

with the assumption that α ≍ 1/g. But since M(α;P ) and the main term above are
holomorphic for α ≪ 1/g, the error term is also holomorphic in this region. By the
maximum modulus principle, the bound on the error term also holds uniformly for
α ≪ 1/g which completes the proof.

6.3.1 Proof of Theorem 6.2.4

We define

N (α;P ) =
1

|H2g+1|
∑

D∈H2g+1

ξ(1
2
+ α, χD)My(χD, P ). (6.3.24)

By definition, ξ(1
2
+ α, χD) = qgαL(1

2
+ α, χD) and so by Proposition 6.3.1, we have

N (α;P ) =
qgα + q−gα

2
P (1) +

qgα − q−gα

2α log y
P ′(1) +O(g−1), (6.3.25)

uniformly for α ≪ 1/g. We now write α = a
g log q

. Then, as y = (q2g)θ, the above can
be rewritten as

N
(

a

g log q
;P

)
= P (1) cosh a+ P ′(1)

sinh a

2aθ
+O(g−1). (6.3.26)

For an even polynomial Q, we have that

Q

(
d

da

)
cosh a|a=0 = Q(1), (6.3.27)

and
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Q

(
d

da

)
sinh a

a

∣∣∣∣
a=0

= Q

(
d

da

) ∫ 1

0

cosh at dt

∣∣∣∣
a=0

=

∫ 1

0

Q(t) dt. (6.3.28)

Thus, we have

Q

(
d

da

)
N
(

a

g log q
;P

)∣∣∣∣
a=0

= P (1)Q(1) +
1

2θ
P ′(1)

∫ 1

0

Q(t) dt+O(g−1). (6.3.29)

By noting that d
da

= 1
g log q

d
dα

, we see that this is precisely the statement of Theorem
6.2.4.

6.4 The mollified second moment

In this section we will prove Theorem 6.2.5 on the mollified second moment. Similarly
to the mollified first moment, we will first obtain a formula for the shifted mollified
moment

M(α, β;P1, P2) :=
1

|H2g+1|
∑

D∈H2g+1

L(1
2
+α, χD)L(

1
2
+β, χD)My(χD, P1)My(χD, P2).

(6.4.1)

Proposition 6.4.1. For polynomials P1, P2 satisfying Pj(0) = P ′
j(0) = 0 for j = 1, 2,

and for θ < 1/2, we have

M(α, β;P1, P2)

=
1

4

(
αβ(1− q−2g(α+β))

α + β
+
αβ(q−2gα − q−2gβ)

α− β

)
log y

∫ 1

0

P1(r)P2(r)dr

+
1

4
(1 + q−2gα)(1 + q−2gβ)

∫ 1

0

(
P1(r)P

′
2(r) + P ′

1(r)P2(r)
)
dr

+
1

4

(
(1 + q−2gα)(1− q−2gβ)

β
+

(1− q−2gα)(1 + q−2gβ)

α

)
1

log y

∫ 1

0

P ′
1(r)P

′
2(r)dr

+
1

4

(
1− q−2g(α+β)

α + β
+
q−2gβ − q−2gα

α− β

)
1

log y

∫ 1

0

(
P1(r)P

′′
2 (r) + P ′′

1 (r)P2(r)
)
dr

+
(1− q−2gα)(1− q−2gβ)

4αβ

1

log2 y

∫ 1

0

(
P ′
1(r)P

′′
2 (r) + P ′′

1 (r)P
′
2(r)

)
dr
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+
1

4αβ

(
1− q−2g(α+β)

α + β
+
q−2gα − q−2gβ

α− β

)
1

log3 y

∫ 1

0

P ′′
1 (r)P

′′
2 (r)dr +O(g−1)

(6.4.2)

uniformly for α, β ≪ 1/g. Assuming Conjecture 6.2.1, the result holds for all θ > 0.

Proof. We write P1(x) =
∑

m≥2 p1,mx
m and P2(x) =

∑
n≥2 p2,nx

n and use (6.3.5)
which gives us

M(α, β;P1, P2) =
∑

m,n≥2

p1,mm!p2,nn!

logm+n y

1

(2πi)2

∫
(c)

∫
(c)

yw+z

wm+1zn+1

× 1

|H2g+1|
∑

D∈H2g+1

L(1
2
+ α, χD)L(

1
2
+ β, χD)

L(1
2
+ w, χD)L(

1
2
+ z, χD)

dw dz, (6.4.3)

where c > 0. For α, β ≪ 1/g and g−1/4+ε ≪ c < 1/2, Proposition 6.2.3 gives us that
the average of the ratio of L-functions in the integrand is given by Conjecture 6.2.1
with an error that is ≪ε q

−2cg+εcg. By bounding the integral with absolute values,
the contribution of this error to (6.4.3) will be

≪ε y
2cq−2cg+εcg ≪ε q

2cg(2θ−1+ε/2). (6.4.4)

For θ < 1/2, we may bound this error by O(q−εg) for sufficiently small ε > 0.
Assuming Conjecture 6.2.1, the error in the ratio of L-functions is ≪ε q

−εg and we
may take c ≍ 1/g. This allows us to bound the error in (6.4.3) by O(q−εg) for any
θ > 0. In either case, by inserting the main terms of the Ratios Conjecture into
(6.4.3), we write

M(α, β;P1, P2) = I(α, β) + q−2gαI(−α, β) + q−2gβI(α,−β) + q−2g(α+β)I(−α,−β)

+O(q−εg), (6.4.5)

where

I(α, β) = ζq(1 + 2α)ζq(1 + 2β)ζq(1 + α + β)
∑

m,n≥2

p1,mm!p2,nn!

(log y)m+n
Jα,β(y), (6.4.6)

with
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Jα,β(y) =
1

(2πi)2

∫
(c)

∫
(c)

yw+z

wm+1zn+1

× ζq(1 + w + z)A(α, β;w, z)

ζq(1 + α + w)ζq(1 + α + z)ζq(1 + β + w)ζq(1 + β + z)
dw dz. (6.4.7)

To evaluate the contour integral Jα,β(y), we would like to move the contours to
the left of 0 but the factor of ζq(1 + w + z) with its pole at w + z = 0 makes this
somewhat tricky. To deal with this, we use the fact that for Re(w + z) > 0, we may
write

yw+z

(w + z)
=

∫ y

0

uw+z du

u
. (6.4.8)

Thus, we have

Jα,β(y) =
1

(2πi)2

∫ y

1

∫
(c)

∫
(c)

uw+z

wm+1zn+1

× (w + z)ζq(1 + w + z)A(α, β;w, z)

ζq(1 + α + w)ζq(1 + α + z)ζq(1 + β + w)ζq(1 + β + z)
dw dz

du

u
,

(6.4.9)

with the integration in u only over 1 ≤ u ≤ y since if u < 1, we can move the contours
far to the right to see that the integrals in w and z vanish. As (w+ z)ζq(1+w+ z) is
analytic at w + z = 0, the poles of the integrand are now at w = 0 or z = 0 only. So,
by moving the contours to Re(w) = Re(z) = −δ where δ > 0 is sufficiently small to
ensure that the Euler product is absolutely convergent, we get that Jα,β(y) is given
by the residue at w = z = 0 plus the new integral over the lines Re(w) = Re(z) = −δ.
The residue at w = z = 0 may be written as an integral with the contours being
circles around zero and the new integral may be bounded by absolute values similarly
to (6.3.12). Using the fact that the Euler product and zeta factors are uniformly
bounded on the lines of integration, we have

∣∣∣∣ ∫ y

1

∫
(−δ)

∫
(−δ)

uw+z

wm+1zn+1

× (w + z)ζq(1 + w + z)A(α, β;w, z)

ζq(1 + α + w)ζq(1 + α + z)ζq(1 + β + w)ζq(1 + β + z)
dw dz

du

u

∣∣∣∣
≪
∫ y

1

u−2δ

∫
(−δ)

∫
(−δ)

|w + z|
|w|m+1|z|n+1

dw dz
du

u
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≪
∫ y

1

u−2δ

∫
(−δ)

∫
(−δ)

(
1

|w|m|z|n+1
+

1

|w|m+1|z|n

)
dw dz

du

u

≪
∫ y

1

u−2δ du

u
≪ 1. (6.4.10)

In the second to last line above, we have used the fact that the integrals over w
and z are convergent since m,n ≥ 2. This is why we need the condition that
Pj(0) = P ′

j(0) = 0.

We express the residue at w = z = 0 as an integral with the contours being circles
of radius ≍ 1/g around the zero. Then, for w, z, α, β ≪ 1/g, we approximate the
integrand on these contours via the Taylor expansion

(w + z)ζq(1 + w + z)A(α, β;w, z)

ζq(1 + α + w)ζq(1 + α + z)ζq(1 + β + w)ζq(1 + β + z)

= (α + w)(α + z)(β + w)(β + z)A(0, 0; 0, 0) log3 q +O(g−5). (6.4.11)

Since A(0, 0; 0, 0) = 1 as can be seen by the definition, this gives us

Jα,β(y) =
log3 q

(2πi)2

∫ y

1

∮ ∮
uw+z

wm+1zn+1

×
(
(α + w)(α + z)(β + w)(β + z) +O(g−5)

)
dw dz

du

u

=
log3 q

(2πi)2

∫ y

1

(∮
uw

wm+1
(α + w)(β + w) dw

)(∮
uz

zn+1
(α + z)(β + z) dz

)
du

u

+O(gm+n−4), (6.4.12)

where we again use the estimation lemma to bound the integral of the error term by

∣∣∣∣ g−5

(2πi)3

∫ y

1

∮ ∮
uw+z

wm+1zn+1
dw dz

du

u

∣∣∣∣≪ gm+n−5

∫ y

1

u1/g
du

u
≪ gm+n−4. (6.4.13)

By generalising (6.3.18) and (6.3.19), for i ∈ {0, 1} and j ∈ {0, 1, 2}, we have that

∑
n≥1

pi,nn!

logn y

1

2πi

∮
yz

zn+1−j
=

1

logj y
P

(j)
i (1). (6.4.14)

Hence, by combining (6.4.6), (6.4.12) and (6.4.14), we have
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I(α, β) = ζq(1 + 2α)ζq(1 + 2β)ζq(1 + α + β) log3 q

×

[∫ y

1

(
αβP1

(
log u

log y

)
+
α + β

log y
P ′
1

(
log u

log y

)
+

1

log2 y
P ′′
1

(
log u

log y

))

×
(
αβP2

(
log u

log y

)
+
α + β

log y
P ′
2

(
log u

log y

)
+

1

log2 y
P ′′
2

(
log u

log y

))
du

u
+O(g−4)

]
(6.4.15)

By making the change of variables u = yr, the integral in the above becomes

log y

∫ 1

0

(
αβP1(r) +

α + β

log y
P ′
1(r) +

1

log2 y
P ′′
1 (r)

)
×
(
αβP2(r) +

α + β

log y
P ′
2(r) +

1

log2 y
P ′′
2 (r)

)
dr. (6.4.16)

Now, for α, β ≍ 1/g and |α + β| ≫ 1/g, we have the Laurent expansion

ζq(1 + 2α)ζq(1 + 2β)ζq(1 + α + β) =
1

4αβ(α + β) log3 q
+O(g2) = O(g3). (6.4.17)

Hence, we have that

I(α, β) =
log y

4αβ(α + β)

∫ 1

0

(
αβP1(r) +

α + β

log y
P ′
1(r) +

1

log2 y
P ′′
1 (r)

)
×
(
αβP2(r) +

α + β

log y
P ′
2(r) +

1

log2 y
P ′′
2 (r)

)
dr +O(g−1), (6.4.18)

uniformly on any fixed annuli such that α, β ≍ 1/g and |α+ β| ≫ 1/g. Returning to
(6.4.5) with this formula and collecting similar terms gives us

M(α, β;P1, P2)

=
1

4

(
αβ(1− q−2g(α+β))

α + β
+
αβ(q−2gα − q−2gβ)

α− β

)
log y

∫ 1

0

P1(r)P2(r)dr

+
1

4
(1 + q−2gα)(1 + q−2gβ)

∫ 1

0

(
P1(r)P

′
2(r) + P ′

1(r)P2(r)
)
dr
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+
1

4

(
(1 + q−2gα)(1− q−2gβ)

β
+

(1− q−2gα)(1 + q−2gβ)

α

)
1

log y

∫ 1

0

P ′
1(r)P

′
2(r)dr

+
1

4

(
1− q−2g(α+β)

α + β
+
q−2gβ − q−2gα

α− β

)
1

log y

∫ 1

0

(
P1(r)P

′′
2 (r) + P ′′

1 (r)P2(r)
)
dr

+
(1− q−2gα)(1− q−2gβ)

4αβ

1

log2 y

∫ 1

0

(
P ′
1(r)P

′′
2 (r) + P ′′

1 (r)P
′
2(r)

)
dr

+
1

4αβ

(
1− q−2g(α+β)

α + β
+
q−2gα − q−2gβ

α− β

)
1

log3 y

∫ 1

0

P ′′
1 (r)P

′′
2 (r)dr +O(g−1).

(6.4.19)

Finally, since both M(α, β, P1, P2) and the main term on the right-hand side
above are holomorphic for α, β ≪ 1/g, the error term is also holomorphic in this
region. By the maximum modulus principle, the above formula holds uniformly for
α, β ≪ 1/g which completes the proof of the proposition.

6.4.1 Proof of Theorem 6.2.5

We define

N (α, β;P1, P2) =
1

|H2g+1|
∑

D∈H2g+1

ξ(1
2
+ α, χD)ξ(

1
2
+ β, χD)My(χD, P1)My(χD, P2).

(6.4.20)
By the definition of the completed L-function, we have ξ(1

2
+ α, χD)ξ(

1
2
+ β, χD) =

qg(α+β)L(1
2
+ α, χD)L(

1
2
+ β, χD). Therefore, by Proposition 6.4.1, we have that

N (α, β;P1, P2)

=
log y

4

(
αβ(qg(α+β) − q−g(α+β))

α + β
+
αβ(qg(β−α) − qg(α−β))

α− β

)∫ 1

0

P1(r)P2(r)dr

+
1

4
(qgα + q−gα)(qgβ + q−gβ)

∫ 1

0

(
P1(r)P

′
2(r) + P ′

1(r)P2(r)
)
dr

1

4 log y

(
(qgα + q−gα)(qgβ − q−gβ)

β
+

(qgβ − q−gα)(qgβ + q−gβ)

α

)∫ 1

0

P ′
1(r)P

′
2(r)dr

+
1

4 log y

(
qg(α+β) − q−g(α+β)

α + β
+
qg(α−β) − qg(β−α)

α− β

)∫ 1

0

(
P1(r)P

′′
2 (r) + P ′′

1 (r)P2(r)
)
dr

+
(qgα − q−gα)(qgβ − q−gβ)

4αβ

1

log2 y

∫ 1

0

(
P ′
1(r)P

′′
2 (r) + P ′′

1 (r)P
′
2(r)

)
dr
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+
1

4αβ

(
qg(α+β) − q−g(α+β)

α + β
+
qg(β−α) − qg(α−β)

α− β

)
1

log3 y

∫ 1

0

P ′′
1 (r)P

′′
2 (r)dr +O(g−1),

(6.4.21)

uniformly for α, β ≪ 1/g. Next, we scale the variables by writing α = a
g log q

and
β = b

g log q
. Then, as y = q2gθ, the above can be rewritten as

N (α, β;P1, P2) =
1

8θ3

∫ 1

0

sinh au

a

sinh bu

b
du

∫ 1

0

P ′′
1 (r)P

′′
2 (r)dr

+
1

4θ2
sinh a

a

sinh b

b

∫ 1

0

(
P ′
1(r)P

′′
2 (r) + P ′′

1 (r)P
′
2(r)

)
dr

+
1

2θ

∫ 1

0

cosh au cosh bu du

∫ 1

0

(
P1(r)P

′′
2 (r) + P ′′

1 (r)P2(r)
)
dr

+
1

2θ

(
sinh a cosh b

a
+

sinh b cosh a

b

)∫ 1

0

P ′
1(r)P

′
2(r)dr

+ cosh a cosh b

∫ 1

0

(
P1(r)P

′
2(r) + P ′

1(r)P2(r)
)
dr

+ 2θab

∫ 1

0

sinh au sinh bu du

∫ 1

0

P1(r)P2(r)dr +O(g−1).

(6.4.22)

We now also define

N (Q1, Q2;P1, P2) := Q1

(
d

da

)
Q2

(
d

db

)
N
(

a

g log q
,

b

g log q
, P1, P2

)∣∣∣∣
a=b=0

.

(6.4.23)
For an even polynomial Q, we have

Q

(
d

da

)
cosh a|a=0 = Q(1), (6.4.24)

Q

(
d

da

)
sinh au

a

∣∣∣∣
a=0

= Q

(
d

da

) ∫ u

0

cosh at dt

∣∣∣∣
a=0

=

∫ u

0

Q(t) dt, (6.4.25)

and

Q

(
d

da

)
a sinh au|a=0 = Q

(
d

da

)
d

dt
cosh at

∣∣∣∣
a=0

=
d

dt
Q(t) = Q′(t). (6.4.26)
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Using the above formulae, we have

N (Q1, Q2;P1, P2) =
1

8θ3

∫ 1

0

Q̃1(u)Q̃2(u)du

∫ 1

0

P ′′
1 (r)P

′′
2 (r)dr

+
1

4θ2
Q̃1(1)Q̃2(1)

∫ 1

0

(
P ′
1(r)P

′′
2 (r) + P ′′

1 (r)P
′
2(r)

)
dr

+
1

2θ

∫ 1

0

Q1(u)Q2(u)du

∫ 1

0

(
P1(r)P

′′
2 (r) + P ′′

1 (r)P2(r)
)
dr

+
1

2θ

(
Q1(1)Q̃2(1) + Q̃1(1)Q2(1)

)∫ 1

0

P ′
1(r)P

′
2(r)dr

+Q1(1)Q2(1)

∫ 1

0

(
P1(r)P

′
2(r) + P ′

1(r)P2(r)
)
dr

+ 2θ

∫ 1

0

Q′
1(u)Q

′
2(u)du

∫ 1

0

P1(r)P2(r)dr +O(g−1), (6.4.27)

where

Q̃(u) =

∫ u

0

Q(t) dt. (6.4.28)

To complete the proof we write the above expression for N (P1, P2;Q1, Q2) in the
more compact form given in the statement of Theorem 6.2.5. This requires the
following identities which all follow from integration by parts:∫ 1

0

(
P ′
1(r)P2(r) + P1(r)P

′
2(r)

)
dr = P1(1)P2(1), (6.4.29)

∫ 1

0

(
P ′′
1 (r)P

′
2(r) + P ′

1(r)P
′′
2 (r)

)
dr = P ′

1(1)P
′
2(1), (6.4.30)

∫ 1

0

P ′′
1 (r)P2(r) dr = P ′

1(1)P2(1)−
∫ 1

0

P ′
1(r)P

′
2(r) dr, (6.4.31)

and ∫ 1

0

Q̃1(u)Q
′
2(u) du = Q̃(1)Q2(1)−

∫ 1

0

Q1(u)Q2(u) du. (6.4.32)

where the last identity uses the fact that Q̃(0) = 0. Using these identities, it follows
that

N (Q1, Q2;P1;P2)
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=2θ

∫ 1

0

∫ 1

0

P1(r)Q
′
1(u)P2(r)Q

′
2(u) du dr + P1(1)P2(1)Q1(1)Q2(1)

+
1

2θ

(
P1(1)Q1(1)P

′
2(1)Q̃2(1) + P ′

1(1)Q̃1(1)P2(1)Q2(1)
)

− 1

2θ

(∫ 1

0

∫ 1

0

(
P1(r)Q

′
1(u)P

′′
2 (r)Q̃2(u) + P ′′

1 (r)Q̃1(u)P2(r)Q
′
2(u)

)
du dr

)
+

1

4θ2
Q̃1(1)Q̃2(1)P

′
1(1)P

′
2(1) +

1

8θ3

∫ 1

0

∫ 1

0

P ′′
1 (r)Q̃1(u)P

′′
2 (r)Q̃2(u) du dr +O(g−1).

(6.4.33)

The expression on the right may then be factorised which yields the statement of
Theorem 6.2.5.

6.5 Non-vanishing of ξ(2k)(12, χD)

In this section we will prove Theorem 6.2.9. The strategy is to take Q(x) = x2k in
Theorem 6.2.7 and then find the optimal polynomial P = P2k to minimise the ratio
R(P, x2k). Although we are ultimately taking Q(x) = x2k, much of this optimisation
works more generally so we will often leave expressions in terms of Q. A similar
optimisation process was carried out in Section 7 of [KMV00].

For any polynomial Q, we denote

I(Q) =

∫ 1

0

Q(t) dt. (6.5.1)

Recalling the expression for the ratio R(P,Q) given in Theorem 6.2.7, we see that
we need to minimize

R(P,Q) =

∫ 1

0

(
(2θ)−1I(Q̃2)P ′′(r)2 − 4θI(Q̃Q′)P (r)P ′′(r) + 8θ3I(Q′2)P (r)2

)
dr(

2θP (1)Q(1) + P ′(1)Q̃(1)
)2

(6.5.2)
over all Taylor series P (x) = a2x

2 + a3x
3 + . . . such that this series and the series

for everything up to and including P ′′(x)2 are absolutely convergent on [0, 1].
We proceed by first assuming that there does exist a P which minimises R(P,Q).

Then, since we are at a minimum, the derivative of R(P + εf,Q) with respect to ε
must be zero at ε = 0 for any f which satisfies the same conditions as P . By directly
taking the derivative of R(P + εf,Q) with respect to ε at ε = 0, setting this equal
to zero and then collecting like terms, we find that for all such f , P must satisfy
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(
2θf(1)Q(1) + f ′(1)Q̃(1)

)(
2θP (1)Q(1) + P ′(1)Q̃(1)

)
R(P,Q)

=

∫ 1

0

f ′′(r)
(
(2θ)−1I(Q̃2)P ′′(r)− 2θI(Q̃Q′)P (r)

)
dr

+

∫ 1

0

f(r)
(
8θ3I(Q′2)P (r)− 2θI(Q̃Q′)P ′′(r)

)
dr. (6.5.3)

Note that R(P,Q) is invariant if we scale P by a constant. Hence, by scaling P
suitably, we may assume that

(
2θP (1)Q(1) + P ′(1)Q̃(1)

)
R(P,Q) = 1 in the above.

Next, let Π(x) be a function with absolutely convergent Taylor series on [0, 1] such
that Π′′(x) = P (x). In particular, this implies that the coefficient of x2 and x3 in
Π(x) are zero. Then, using integration by parts twice, we may write

∫ 1

0

f(r)
(
8θ3I(Q′2)P (r)− 2θI(Q̃Q′)P ′′(r)

)
dr

= f(1)
(
8θ3I(Q′2)Π′(1)− 2θI(Q̃Q′)Π′′′(1)

)
+ f ′(1)

(
2θI(Q̃Q′)Π′′(1)− 8θ3I(Q′2)Π(1)

)
+

∫ 1

0

f ′′(r)
(
8θ3I(Q′2)Π(r)− 2θI(Q̃Q′)Π′′(r)

)
dr, (6.5.4)

where we have used the fact that f(0) = f ′(0) = 0. Plugging this back into (6.5.3)
shows us that P must satisfy

2θf(1)Q(1) + f ′(1)Q̃(1)

= f(1)
(
8θ3I(Q′2)Π′(1)− 2θI(Q̃Q′)Π′′′(1)

)
+ f ′(1)

(
2θI(Q̃Q′)Π′′(1)− 8θ3I(Q′2)Π(1)

)
+

∫ 1

0

f ′′(r)
(
(2θ)−1I(Q̃2)Π′′′′(r)− 4θI(Q̃Q′)Π′′(r) + 8θ3I(Q′2)Π(r)

)
dr. (6.5.5)

Now, we consider the expression

1

2θ
I(Q̃2)Π′′′′(x)− 4θI(Q̃Q′)Π′′(x) + 8θ3I(Q′2)Π(x) (6.5.6)

appearing in the last integrand. Suppose, for instance, that the coefficient of x2 in
the Taylor expansion of (6.5.6) is c2 ̸= 0. Then the contribution of this term to the
integral in (6.5.6) will be
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c2

∫ 1

0

f ′′(r)r2 dr = c2f
′(1)− 2c2

∫ 1

0

f ′(r)r dr = c2f
′(1)− 2c2f(1) + 2c2

∫ 1

0

f(r) dr.

(6.5.7)
For (6.5.5) to hold for all f , the coefficient of

∫ 1

0
f(r) dr must be zero since the

coefficient is zero on the left-hand side. We therefore necessarily have c2 = 0.
Similarly, the coefficients of all the terms xn with n > 2 must also be zero and we
have that the expression in (6.5.6) must be of the form c0 + c1x. Thus, to find Π

and therefore P , we must solve the differential equation

1

2θ
I(Q̃2)Π′′′′(x)− 4θI(Q̃Q′)Π′′(x) + 8θ3I(Q′2)Π(x) = c0 + c1x, (6.5.8)

for some c0, c1.

In the case k = 0, we have Q(x) = 1 and Q′(x) = 0. Consequently, the differential
equation becomes

1

6θ
Π′′′′(x) = c0 + c1x. (6.5.9)

By integrating four times, we see that the solution to this is Π(x) given by a degree
5 polynomial, say

Π(x) = a0 + a1x+ a4x
4 + a5x

5. (6.5.10)

We may then substitute this Π(x) and Q(x) = 1 back into (6.5.5) to get

2θf(1) + f ′(1) =
1

6θ

∫ 1

0

f ′′(r)
(
24a4 + 120a5r) dr

=
4a4
θ
f ′(1) +

20a5
θ

f ′(1)− 20a5
θ

f(1). (6.5.11)

From this we read off the solution a5 = −θ2/10 and a4 = θ(2θ+1)/4. Differentiating
Π(x) twice to obtain P (x), we find that the optimal polynomial to take in the case
k = 0 is, up to scaling by a constant,

P0(x) = 3θ(2θ + 1)x2 − 2θ2x3. (6.5.12)

With θ = 1/2, the optimal choice is then P0(x) = 3x2 − x3/2 and we compute that
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R(P0(x), 1) =
1

7
. (6.5.13)

This gives us the lower bound on the proportion p0 of 7/8 = 0.875.
Returning to the general case of k ≥ 1, we solve the differential equation (6.5.8)

by considering its characteristic polynomial (see, for instance Chapter 4 of [TP85])

1

2θ
I(Q̃2)X4 − 4θI(Q̃Q′)X2 + 8θ3I(Q′2). (6.5.14)

Using Mathematica, we may factor this polynomial and find that its roots are ±α±iβ,
where

α =
2θ√
2I(Q̃2)

√√
I(Q̃2)I(Q′2) + I(Q̃Q′)

= 2θ

√√√√k(2k + 1)

(√
4k + 3

4k − 1
+

4k + 3

4k + 1

)
, (6.5.15)

and

β =
2θ√
2I(Q̃2)

√√
I(Q̃2)I(Q′2)− I(Q̃Q′)

= 2θ

√√√√k(2k + 1)

(√
4k + 3

4k − 1
− 4k + 3

4k + 1

)
. (6.5.16)

Thus, the solution to the homogeneous differential equation

1

2θ
I(Q̃2)Π′′′′(x)− 4θI(Q̃Q′)Π′′(x) + 8θ3I(Q′2)Π(x) = 0 (6.5.17)

is Π(x) equal to a linear combination of e(±α±iβ)x. The particular solution to (6.5.8)
is

Π(x) = a0 + a1x, (6.5.18)

where aj =
(
8θ3I(Q′2)

)−1
cj . Adding these two solutions together gives us the general

form of a solution Π(x) to (6.5.8). Differentiating Π(x) twice to obtain P (x) then
eliminates the a0 + a1x terms of Π(x) and we conclude that P (x) must be given by
a linear combination of the terms e(±α±iβ)x, i.e.

165



P (x) = v1e
(α+iβ)x + v2e

(α−iβ)x + v3e
(−α+iβ)x + v4e

(−α−iβ)x (6.5.19)

for some v1, . . . , v4 ∈ C. Since we have P (0) = P ′(0) = 0, we know that

v1 + v2 + v3 + v4 = 0, (6.5.20)

and

v1(α + iβ) + v2(α− iβ) + v3(−α + iβ) + v4(−α− iβ) = 0. (6.5.21)

This allows us to eliminate the variables v3 and v4 and with the help of Mathematica,
we get that P (x) satisfies

βP (x) = 2 sinh(αx)
(
β(v1 + v2) cos(βx) + iβ(v1 − v2) sin(βx)

)
+ 2α(v1 + v2) sin(βx)

(
sinh(αx)− cosh(αx)

)
. (6.5.22)

We simplify this using 2(sinh(αx)− cosh(αx)) = −2e−αx and since we now have two
variables and only one condition for P to satisfy, namely (6.5.5), we may scale the
variables and assume that v1 + v2 = 1. Then we have that, up to scaling, P is of the
form

P (x) = sinh(αx)
(
cos(βx)− Y sin(βx)

)
− α

β
e−αx sin(βx), (6.5.23)

where we set Y = −i(v1 − v2). We can then solve for Y by substituting this P back
into (6.5.5).

At this point we show that the P (x) we have found above is in fact the unique
choice which minimises R(P,Q). Suppose for a contradiction that there is some
function F such that R(F,Q) < R(P,Q). Recall that our initial condition on P was
that the derivative of R(P + εf,Q) must be zero at ε = 0 for any allowable f . In
this case, this implies that the derivative of

R(ε) := R(P + ε(F − P ), Q) (6.5.24)

with respect to ε is zero at ε = 0 but that R(1) < R(0). As a function of ε, we have
that by the definition of R(P,Q),

R(ε) =
a0 + a1ε+ a2ε

2

(b0 + b1ε)2
(6.5.25)
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is a ratio of non-negative quadratics for certain constants aj and bj . Now, if b0 + b1ε

does not divide the numerator, then this rational function has a unique minimum
lying below its horizontal asymptote at a2/b21. The location of this minimum is
given by R′(ε) = 0 but we have that R′(0) = 0. It follows that ε = 0 gives the
unique minimum of R(ε) and thus we cannot have R(1) < R(0). Alternatively, if
b0+b1ε does divide the numerator, then R(ε) is given by a ratio of linear polynomials
and the fact that R′(0) = 0 implies that R(ε) must in fact be a constant. This
then implies that there are infinitely many distinct functions P which minimise
R(P,Q). However, we have shown that there is only one function P which satisfies
the differential equation (6.5.8) and so this cannot be the case. Consequently, we
have that R(P,Q) is indeed minimised by the P (x) found above.

We now return to solving for the variable Y to find the precise choice of P we
are after. First, we observe that since Π(x) satisfies the differential equation (6.5.8),
the integral in (6.5.5) becomes

∫ 1

0

f ′′(r)
(
c0 + c1r

)
dr = c0f

′(1) + c1f
′(1)− c1f(1)

= 8θ3I(Q′2) ((a0 + a1)f
′(1)− a1f(1)) . (6.5.26)

On the other hand, the contribution of the a0 + a1x terms in Π(x) to the terms
8θ3I(Q′2)f(1)Π′(1) and −8θ3I(Q′2)f ′(1)Π(1) on the right of (6.5.5) will be

8a1θ
3I(Q′2)f(1)− 8(a0 + a1)θ

3I(Q′2)f ′(1). (6.5.27)

Therefore, the total contribution of the a0 + a1x terms in Π(x) to (6.5.5) is zero.
Thus, when substituting P (x) back into (6.5.5), we may disregard the a0+ a1x terms
of Π(x). In particular, we may obtain Π(x) and Π′(x) by taking indefinite integrals
of P (x) and ignoring any constants of integration.

For Q(x) = x2k, the left side of (6.5.5) is

2θf(1) +
1

2k + 1
f ′(1). (6.5.28)

So, we may substitute our P (x) above back into (6.5.5) and set the ratio of the f(1)
and f ′(1) coefficients on the right-hand side to be 2θ(2k + 1) as well. This gives us a
single linear equation in Y and therefore a unique solution. While we do obtain an
explicit formula for Y for any k ≥ 1 and θ > 0 using Mathematica, the formula is
very messy and so we won’t reproduce it here. Numerically for θ = 1/2, we compute
the values of Y for k = 1, 2, . . . , 4 as −0.8827, −0.7078, −0.6537 and −0.6268.
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Evaluating R(P, x2k) using these values leads to the non-vanishing proportions given
in Theorem 6.2.9.

As mentioned above, the explicit formula for Y is not concise. However, we do
obtain a very simple formula for the asymptotic behaviour of Y as k → ∞. Using
Mathematica, we have that as k → ∞, α = 2θ(2k+1)+O(k−1) and β = θ+O(k−1),
and we find that Y is given asymptotically for large k by

Y =
2αβ (2α2 + β2) cos β − (4α4 + 3α2β2 + β4) sin β

2αβ (2α2 + β2) sin β + (4α4 + 3α2β2 + β4) cos β
+O(k−1)

= − tan β +O(k−1)

= − tan θ +O(k−1). (6.5.29)

With the optimal choice for P (x) now determined, we are ready to analyse the
rate at which R(P, x2k) tends to zero.

Proposition 6.5.1. For P (x) = P2k(x) the optimal choice of polynomial defined
above and for any 0 < θ ≤ 1/2, we have that

R(P, x2k) =
1

64k2
+O(k−3), (6.5.30)

as k → ∞.

Proof. Recall that R(P,Q) is given by

R(P,Q) =

∫ 1

0

(
(2θ)−1I(Q̃2)P ′′(x)2 − 4θI(Q̃Q′)P (x)P ′′(x) + 8θ3I(Q′2)P (x)2

)
dx(

2θP (1)Q(1) + P ′(1)Q̃(1)
)2 .

(6.5.31)
With Q(x) = x2k, the denominator of R(P, x2k) is the square of

2θP (1) +
1

2k + 1
P ′(1). (6.5.32)

Using the expression for P (x) in (6.5.23), we have that

P (1) = sinh(α)
(
cos β − Y sin β

)
− α

β
e−α sin β =

eα

2

(
cos β − Y sin β

)
+O(αe−α).

(6.5.33)
Similarly, we have that
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P ′(1) =
αeα

2

(
cos β−Y sin β

)
− eα

2

(
β sin β+β cos β

)
=
αeα

2

(
cos β−Y sin β

)
+O(eα).

(6.5.34)
Therefore we have

2θP (1) +
1

2k + 1
P ′(1) =

eα

2

((
2θ +

α

(2k + 1)

)
(cos β − Y sin β)

)
+O(αe−α) +O(k−1eα)

=
2eαθ

cos β
+O(k−1eα), (6.5.35)

where we have used the estimates α = 2θ(2k+1)+O(k−1) and Y = − tan β+O(k−1)

so that

cos β − Y sin β =
1

cos β
+O(k−1). (6.5.36)

This shows us that the denominator of R(P, x2k) is asymptotically of size e2α.
Now we consider the numerator of R(P, x2k). As P (x) is given by a linear

combination of the terms e(α+iβ)x, the main term of the numerator will come from
the e+αx terms of P (x). In particular, the leading terms will be those with a factor
of e2α in them. Thus we may disregard the e−αx terms of P (x) when analysing the
numerator of R(P, x2k) since these cannot give a factor of e2α. We therefore focus
only on the contribution of

P+(x) :=
eαx

2

(
cos β − Y sin β

)
=

1

4

(
(1 + iY )e(α+iβ)x + (1− iY )e(α−iβ)x

)
(6.5.37)

to the numerator. Specifically, we are left to evaluate

∫ 1

0

(
(2θ)−1I(Q̃2)P ′′

+(x)
2 − 4θI(Q̃Q′)P+(x)P

′′
+(x) + 8θ3I(Q′2)P+(x)

2
)
dx. (6.5.38)

By definition, ±α± iβ are the roots of the polynomial

1

2θ
I(Q̃2)X4 − 4θI(Q̃Q′)X2 + 8θ3I(Q′2), (6.5.39)
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and hence (α± iβ)2 are the roots of

1

2θ
I(Q̃2)X2 − 4θI(Q̃Q′)X + 8θ3I(Q′2). (6.5.40)

Consequently, if we plug one of the individual terms of P+(x) into (6.5.38) we get
zero. Hence the terms which give a non-zero contribution to (6.5.38) are those which
involve a product of the two terms of P+(x). The contribution of these terms is

1 + Y 2

16

(
2(2θ)−1I(Q̃2)(α2 + β2)2 − 4θI(Q̃Q′)

(
(α + iβ)2 + (α− iβ)2

)
+ 16θ3I(Q′2)

)∫ 1

0

e2αx dx. (6.5.41)

As (α± iβ)2 are the roots of (6.5.40), we have that

4θI(Q̃Q′)(α± iβ)2 =
1

2θ
I(Q̃2)(α± iβ)4 + 8θ3I(Q′2). (6.5.42)

Substituting this into (6.5.41) gives us

1 + Y 2

16

I(Q̃2)

2θ

(
2(α2 + β2)2 − (α + iβ)4 − (α− iβ)4

) ∫ 1

0

e2αx dx. (6.5.43)

We write the integral as∫ 1

0

e2αx dx =
e2α − 1

2α
=
e2α

2α

(
1 +O(e−2α)

)
, (6.5.44)

and then simplifying our previous expression gives us

e2α

2α

1 + Y 2

2θ
I(Q̃2)(αβ)2

(
1 +O(e−2α)

)
. (6.5.45)

Lastly, using α = 2θ(2k+ 1) +O(k−1), β = θ+O(k−1), 1 + Y 2 = (cos β)−2 +O(k−1)

and plugging in

I(Q̃2) =
1

(4k + 3)(2k + 1)2
, (6.5.46)

gives us the final expression

e2αθ2

2 cos2 β

1

(4k + 3)(2k + 1)

(
1 +O(k−1)

)
=

e2αθ2

16k2 cos2 β

(
1 +O(k−1)

)
(6.5.47)
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for the numerator of R(P, x2k). Recalling that the denominator of R(P, x2k) is given
by the square of (6.5.35), we therefore have that

R(P, x2k) =
1

64k2
(
1 +O(k−1)

)
, (6.5.48)

as required.

The proof of Theorem 6.2.9 is completed by recalling the statement of Theorem
6.2.7 with Q(x) = x2k and applying the result of Proposition 6.5.1.
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Chapter 7

The mixed second moment of prime
Dirichlet L-functions over function
fields

In this chapter we study moments of derivatives of Dirichlet L-functions with prime
conductor in the function field setting. Derivatives of L-functions, and hence their
moments, are of interest for numerous reasons. For example, Speiser’s theorem
[Spe35] states that the Riemann hypothesis is equivalent to ζ ′(s) having no zeros
in the region 0 < Re(s) < 1/2. For L-functions attached to arithmetic objects, the
derivatives of the L-function at the central point control the order of vanishing of
the L-function, which in turn is conjectured to contain deep arithmetic information.
For instance, consider the L-function LE(s) associated to an elliptic curve E defined
over Q. By the Mordell-Weil Theorem, the group of Q-rational points E(Q) on E is
finitely generated. That is,

E(Q) ∼= E(Q)tor × Zr,

where E(Q)tor is the finite torsion subgroup of E(Q) and r ≥ 0 is the rank of the
curve. Define the analytic rank of the L-function LE(s) to be the order of vanishing
of the L-function at the central point s = 1/2. Then the Birch and Swinnerton-Dyer
conjecture famously asserts that the analytic rank of LE(s) is equal to the rank of
the curve E.
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7.1 Moments of derivatives over function fields

In the function field setting, the study of moments of derivatives of L-functions has
already seen a significant amount of interest. Andrade and Yiasemides [AY21] have
obtained asymptotic formulae for the first, second and mixed fourth moment of
derivatives of Dirichlet L-functions, where the average is over all non-trivial characters
modulo a monic, irreducible Q ∈ Fq[t]. Similarly to the Riemann zeta-function, this
family of L-functions has unitary symmetry type and as such, one sees a very clear
analogy between the results of [AY21] and those of Conrey [Con88] on the zeta
function.

Andrade and Rajagopal [AR16] and Andrade and Jung [AJ21] studied the mean
values of the derivatives L(n)(1

2
, χD) of the quadratic Dirichlet L-functions over the

hyperelliptic ensemble H2g+1. A general formula for the first moment is given in
[AJ21, Theorem 3.1] which implies that for any integer n ≥ 1, as g → ∞,

1

|H2g+1|
∑

D∈H2g+1

L(n)(1
2
, χD) ∼

(−1)n

2(n+ 1)
· A(1) · (2g + 1)n+1. (7.1.1)

The factor A(1) is an arithmetic term given in the form of an Euler product which
also appears in the asymptotic formula for the first moment of L(1

2
, χD) of Andrade

and Keating [AK12]. In [BJ19], Bae and Jung used the approach of Florea [Flo17c] to
obtain lower order terms in the asymptotic formula for the first moment of L′′(1

2
, χD)

obtained in [AR16]. It is also shown in [BJ19] that for these quadratic L-functions,

L′(1
2
, χD)

− log q
= gL(1

2
, χD). (7.1.2)

For a unitary symplectic matrix X ∈ Sp(2N), we have that the characteristic
polynomial satisfies Λ′

X(1) = NΛX(1) and so given that the family L(s, χD) has
symplectic symmetry, the relation (7.1.2) is not surprising. As a consequence, the
moments of L′(1

2
, χD) may be obtained easily from the moments of L(1

2
, χD). In

particular, one has all the moments of L′(1
2
, χD) up to the fourth using the results of

Florea [Flo17c, Flo17b, Flo17a].

Djanković and Ðokić [DÐ21] considered the mixed second moment of L(s, χD)

and its second derivative and obtained the asymptotic formula 1

1 In [DÐ21], the main result is given in terms of the completed L-function rather than L(s, χD)
but, as discussed in [DÐ21, Remark 1.2], the formula given in (7.1.3) follows from [DÐ21, Theorem
1.1] and Florea’s formula for the second moment of L( 12 , χD) in [Flo17b].
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1

|H2g+1|
∑

D∈H2g+1

L(1
2
, χD)L

′′(1
2
, χD)

log2 q
∼ 1

80
· B(1)
ζq(2)

· (2g + 1)5. (7.1.3)

Similarly to (7.1.1), B(1) is an arithmetic factor, given as an Euler product, also
appearing in the main term of the second moment of L(1

2
, χD) obtained by Florea

[Flo17b].
The mean values of derivatives of quadratic Dirichlet L-functions over monic

and irreducible polynomials were first studied by Andrade [And19] who obtained
an asymptotic formula for the first moment of L′(1

2
, χP ) and L′′(1

2
, χP ). In [Jun22],

Jung extended the results of [And19] to give an asymptotic formula for the first
moment of L(n)(1

2
, χP ) over P2g+1 for all integers n ≥ 1. Jung’s result implies that

at as g → ∞,

1

|P2g+1|
∑

P∈P2g+1

L(n)(1
2
, χP ) ∼

(−1)n

2(n+ 1)
· (2g + 1)n+1. (7.1.4)

We note the similarity between (7.1.1) and (7.1.4) as both families of L-functions
have symplectic symmetry.

7.2 Statement of results

Our main result in this chapter concerns the mixed second moment of derivatives of
quadratic Dirichlet L-functions over monic, irreducible polynomials.

Theorem 7.2.1. Let µ, ν ≥ 0 be integers. Then, as g → ∞,

1

|P2g+1|
∑

P∈P2g+1

L(µ)(1
2
, χP )L

(ν)(1
2
, χP )

(log q)µ+ν
=
c(µ, ν)

ζq(2)
· (2g+1)µ+ν+3+O(gµ+ν+2), (7.2.1)

where ζq(s) is the zeta-function of Fq[t],

c(µ, ν) =
1

2µ+ν+3

(
(−1)µ+νA(µ, ν) +

µ∑
m=0

ν∑
n=0

(
µ

m

)(
ν

n

)
(−2)µ+ν−m−nA(m,n)

)
,

(7.2.2)
and

A(m,n) :=
1

2(m+ n+ 3)

∫ 1

0

(
xm+1(2− x)n + xn+1(2− x)m

)
dx. (7.2.3)
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Remark 7.2.2. It’s possible that following the approach of Bui and Florea in [BF20]
on the second moment of L(1

2
, χP ), one could improve the error in Theorem 7.2.1

and obtain a secondary main term.

As an application of the asymptotic formula for the mixed second moment, we
are able to obtain the following simultaneous non-vanishing result on the derivatives
of the L-functions at s = 1/2.

Corollary 7.2.1. For µ, ν ≥ 0 integers, we have

1

|P2g+1|
|{P ∈ P2g+1 : L

(µ)(1
2
, χP )L

(ν)(1
2
, χP ) ̸= 0}| ≫ 1

g4
, (7.2.4)

as g → ∞.

We are not able to obtain a positive proportion of non-vanishing in Corollary
7.2.1 as we cannot compute the mollified mixed second moment in Theorem 7.2.1.
As in Chapter 6, computing the mollified moments requires a formula for the twisted
moments with a power saving error term. However, evaluating the second moment of
L(1

2
, χP ) (and therefore the twisted moment) with a power saving is beyond current

techniques.
In Chapter 4, we studied the joint moments of derivatives of characteristic

polynomials of random matrices. In the case of the unitary symplectic group Sp(2N),
for non-negative integers k1, k2 and n1, n2, we proved that

∫
Sp(2N)

(
Λ

(n1)
X (1)

)k1 (
Λ

(n2)
X (1)

)k2
dX ∼ bSpk1,k2(n1, n2) · (2N)k(k+1)/2+k1n2+k2n2 , (7.2.5)

where k = k1 + k2 and the leading order coefficient bSpk1,k2(n1, n2) can be written
explicitly in the form of a combinatorial sum over partitions. Using our asymptotic
formula (7.2.5), we made conjectures for the corresponding mixed moments of L-
functions with symplectic symmetry. In particular, for the family L(s, χP ), the
conjecture is that

1

|P2g+1|
∑

P∈P2g+1

L(n1)(1
2
, χP )

k1L(n2)(1
2
, χP )

k2

(log q)n1+n2

∼ ηkb
Sp
k1,k2

(n1, n2) · (2g + 1)k(k+1)/2+k1n1+k2n2 , (7.2.6)

where ηk is a certain arithmetic factor in the form of an Euler product. More
specifically, ηk is the same arithmetic factor present in the conjectural asymptotic
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formula for the k-th moment of L(1
2
, χP ) due to Andrade, Jung and Shamesaldeen

[AJ21]. See Conjecture 2.2 and Theorem 4.1 in [AJ21] for further details on their
conjecture and the arithmetic term. A similar formula is also conjectured to hold for
the family L(s, χD) over H2g+1 with a corresponding arithmetic factor. The results
of (7.1.1), (7.1.3) and (7.1.4) all agree with the prediction of the conjecture based on
random matrix theory since we have from Chapter 4 that

bSp0,1(0, n) =
(−1)n

2(n+ 1)
and bSp1,1(0, 2) =

1

80
. (7.2.7)

In the case of the mixed second moment considered in Theorem 7.2.1, we see that
the main term is of the correct size as predicted by the conjecture. The conjecture
also states that the factor c(µ, ν) in the leading order coefficient should satisfy

c(n1, n2) = bSp1,1(n1, n2), (7.2.8)

since η2 = ζq(2)
−1 is the relevant arithmetic factor for the second moment. By

Theorem 4.2.2, the random matrix theory coefficient bSp1,1(n1, n2) is given by

bSp1,1(n1, n2) =
(−1)n1+n2

2n1+n2+3
(n1!)(n2!)

∑
2l1+2l2≤n1

∑
2m1+2m2≤n2

1

(n1 − 2l1 − 2l2)!

× 1

(n2 − 2m1 − 2m2)!

(2l2 + 2m2 − 2l1 − 2m1 − 2)

(2l1 + 2m1 + 3)!(2l2 + 2m2 + 1)!
, (7.2.9)

where the sum is over non-negative integers l1, l2 and m1,m2. We do not currently
have a proof of (7.2.8) for all n1, n2 here but we have checked using Mathematica
that it does indeed hold for n1, n2 ≤ 20.

Remark 7.2.3. By a change of variables x 7→ 2x, we have that

A(m,n) =
2m+n+1

m+ n+ 3

(
B(1

2
;m+ 2, n+ 1) +B(1

2
;n+ 2,m+ 1)

)
(7.2.10)

where

B(x; a, b) =

∫ x

0

ta−1(1− t)b−1dt (7.2.11)

is the incomplete beta function. Recall that the beta function is given by

B(a, b) =

∫ 1

0

ta−1(1− t)b−1dt =
Γ(a)Γ(b)

Γ(a+ b)
(7.2.12)
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and the regularised beta function is defined as

I(x; a, b) =
B(x; a, b)

B(a, b)
(7.2.13)

For m,n positive integers and 0 ≤ x < 1, the regularised beta function satisfies [AS72,
Eq. 6.6.4]

I(x;m,n−m+1) =
n∑

j=m

(
n

j

)
xj(1−x)n−j =

n−m∑
j=0

(
n

j +m

)
xj+m(1−x)n−j−m. (7.2.14)

Hence, taking x = 1/2, we have that

B(1
2
;m+ 2, n+ 1) =

1

2m+n+2

(m+ 1)!n!

(m+ n+ 2)!

n∑
j=0

(
m+ n+ 2

j +m+ 2

)
, (7.2.15)

and we have a similar expression for B(1
2
;n+ 2,m+ 1). Therefore, we may write

A(m,n) as

A(m,n) =
m!n!

2(m+ n+ 3)!

(
(m+ 1)

n∑
j=0

(
m+ n+ 2

j +m+ 2

)
+ (n+ 1)

m∑
j=0

(
m+ n+ 2

j + n+ 2

))
.

(7.2.16)
Thus, the claim (7.2.8) may be viewed as a certain identity of combinatorial sums.

We also have the following result on the twisted first moment of L(k)(1
2
, χP ) which

generalises Jung’s result [Jun22, Theorem 2.1]. Before stating the result, we need
some additional notation. For any integers k, n ≥ 0, we let

Jk(n) :=
n∑

m=1

mk. (7.2.17)

Faulhaber’s formula (see, for instance [CG96, p. 107]), states that

Jk(n) =
1

k + 1

k∑
m=0

(
k + 1

m

)
B+

mn
k+1−m, (7.2.18)

where B+
n are the second Bernoulli numbers. In particular, Jk(n) is a polynomial in

n of degree k + 1 with zero constant term.

Theorem 7.2.4. Let k ≥ 0 be an integer. Also, let l ∈ M and write l = l1l
2
2 with
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l1, l2 ∈ M and l1 square-free. Then, as g → ∞,

1

|P2g+1|
∑

P∈P2g+1

L(k)(1
2
, χP )χP (l)

(log q)k

=
(−1)k

|l1|1/2
k∑

m=0

(
k

m

)
2md(l1)

k−mJm([
g−d(l1)

2
])

+
1

|l1|1/2
k∑

m=0

(
k

m

)
(−2g)k−m

m∑
i=0

(
m

i

)
2id(l1)

m−iJi([
g−1−d(l1)

2
])

+O
(
q−g/2gk+1d(l)

)
, (7.2.19)

where d(f) denotes the degree of the polynomial f .

7.2.1 Preliminaries for the proofs

We denote the divisor function on Fq[t] by τ(f) which satisfies

∑
f∈Mn

τ(f) = (n+ 1)qn. (7.2.20)

For α, β ∈ C, we let

τα,β(f) =
∑

f=f1f2

1

|f1|α|f2|β
. (7.2.21)

Also, for integers m,n ≥ 0 we will denote

τ (m,n)(f) :=
∂m+n

∂αm∂βn
τα,β(f)|α=β=0 = (− log q)m+n

∑
f=f1f2

d(f1)
md(f2)

n, (7.2.22)

and note that we have the bound

|τ (m,n)(f)| ≪
∑

f=f1f2

d(f)m+n ≪ τ(f)d(f)m+n. (7.2.23)

Lastly, we have the following Weil bound for character sums over monic, irreducible
polynomials.

Lemma 7.2.5. For f ∈ M not a square, as g → ∞,

1

|P2g+1|
∑

P∈P2g+1

χP (f) ≪ q−gd(f).
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Proof. This follows from equation (2.5) in [Rud10] and the Prime Polynomial The-
orem.

7.3 The twisted moment of the k-th derivative

Here we will prove Theorem 7.2.4 following the approach used in [Jun22]. Let l ∈ M
and write l = l1l

2
2 with l1, l2 ∈ M and l1 square-free. For h ∈ {g, g − 1}, we define

the sum

Sh(m; l) :=
∑

f∈M≤h

d(f)m

|f |1/2
1

|P2g+1|
∑

P∈P2g+1

χP (fl)

=
h∑

n=0

nmq−n/2
∑

f∈Mn

1

|P2g+1|
∑

P∈P2g+1

χP (fl), (7.3.1)

and compute an asymptotic formula for Sh(m; l) in the following lemma.

Lemma 7.3.1. For an integer m ≥ 0 and h ∈ {g, g − 1}, we have that as g → ∞,

Sh(m; l) =
1

|l1|1/2
m∑
i=0

(
m

i

)
2id(l1)

m−iJi([
h−d(l1)

2
]) +O

(
q−g/2gm+1d(l)

)
. (7.3.2)

Proof. We split the sum Sh(m; l) = Sh(m; l)□ + Sh(m; l) ̸=□ according to whether
fl = □ or fl ̸= □. For the contribution of non-squares, we use Lemma 7.2.5 to
obtain

|Sh(m; l)̸=□| ≪
g∑

n=0

nmq−n/2
∑

f∈Mn
fl ̸=□

∣∣∣∣∣∣ 1

|P2g+1|
∑

P∈P2g+1

χP (fl)

∣∣∣∣∣∣
≪ q−g

g∑
n=0

nmq−n/2
∑

f∈Mn

d(fl)

≪ q−g(g + d(l))

g∑
n=0

nmqn/2

≪ q−g/2gm(g + d(l)). (7.3.3)

For the contribution of the squares in Sh(m; l)□, we use the facts that χP (f
2) =

χP (f)
2 and since d(f) ≤ g, we have that P ∤ f for all P ∈ P2g+1. Thus, for fl = □,
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we have

∑
P∈P2g+1

χP (fl) =
∑

P∈P2g+1

1−
∑

P∈P2g+1

P |l

1 = |P2g+1|+O(d(l)). (7.3.4)

Now, as fl = □, we write f = l1f
2
1 with f2 monic. Then, since d(f) = d(l1)+2d(f1) ≤

h, we can rewrite the sum over f1 with d(f1) ≤ (h− d(l1))/2 which gives us that

Sh(m; l)□ =
h∑

n=0

nmq−n/2
∑

f∈Mn
fl=□

1

|P2g+1|
∑

P∈P2g+1

χP (fl)

=
h∑

n=0

nmq−n/2
∑

f∈Mn
fl=□

1 +O

 d(l)

|P2g+1|

h∑
n=0

nmq−n/2
∑

f∈Mn
fl=□

1


= q−d(l1)/2

(h−d(l1))/2∑
n=0

(d(l1) + 2n)mq−n
∑

f1∈Mn

1 +O

(
q−2gg d(l)

h∑
n=0

nmqn/2

)

=
1

|l1|1/2

(h−d(l1))/2∑
n=0

(d(l1) + 2n)m +O
(
q−3g/2gm+1d(l)

)
, (7.3.5)

where we have used the Prime Polynomial Theorem in bounding the error. For the
main term, we use a binomial expansion and the function Ji(n) =

∑n
m=0m

i to write
it as

1

|l1|1/2

(h−d(l1))/2∑
n=0

(2n+ d(l1))
m =

1

|l1|1/2

(h−d(l1))/2∑
n=0

m∑
i=0

(
m

i

)
(2n)id(l1)

m−i

=
1

|l1|1/2
m∑
i=0

(
m

i

)
2id(l1)

m−i

(h−d(l1))/2∑
n=0

ni

=
1

|l1|1/2
m∑
i=0

(
m

i

)
2id(l1)

m−iJi([
h−d(l1)

2
]). (7.3.6)

Combining this with the bounds for the error terms completes the proof.

Proof of Theorem 7.2.4. Using the expression for L(k)(1
2
, χP ) given in [AJ21, Lemma

5.1] and multiplying by χP (l), we have that
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L(k)(1
2
, χP )χP (l)

(log q)k
= (−1)k

g∑
n=0

nkq−n/2
∑

f∈Mn

χP (fl)

+
k∑

m=0

(
k

m

)
(−2g)k−m

g−1∑
n=0

nmq−n/2
∑

f∈Mn

χP (fl). (7.3.7)

Taking the average over P2g+1 and recalling the definition of Sh(m; l) in (7.3.1), we
can then write

1

|P2g+1|
∑

P∈P2g+1

L(k)(1
2
, χP )χP (l)

(log q)k
= (−1)kSg(k; l) +

k∑
m=0

(
k

m

)
(−2g)k−mSg−1(m; l).

(7.3.8)
Using this expression for the twisted moment, we now apply the formula for Sh(m; l)

in Lemma 7.3.1 which gives us

L(k)(1
2
, χP )χP (l)

(log q)k
= (−1)k

1

|l1|1/2
k∑

i=0

(
k

i

)
2id(l1)

k−iJi([
g−d(l1)

2
])

+
1

|l1|1/2
k∑

m=0

(
k

m

)
(−2g)k−m

m∑
i=0

(
m

i

)
2id(l1)

m−iJi([
g−1−d(l1)

2
])

+O
(
q−g/2gk+1d(l)

)
+O

(
q−g/2d(l)

k∑
m=0

(
k

m

)
(−2g)k−mgm+1

)
.

(7.3.9)

The last error term above is easily seen to be O(q−g/2gk+1d(l)) which completes the
proof.

7.4 The mixed second moment

In this section we will prove Theorem 7.2.1. Our starting point will be the approximate
functional equation for the product of two shifted L-functions given in [BFK23,
Lemma 2.1]. Namely, we have that for P ∈ P2g+1,
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L(1
2
+ α, χP )L(

1
2
+ β, χP ) =

∑
f∈M≤2g

τα,β(f)χP (f)

|f |1/2

+ q−2g(α+β)
∑

f∈M≤2g−1

τ−α,−β(f)χP (f)

|f |1/2
. (7.4.1)

Using the approximate functional equation, we write

1

|P2g+1|
∑

P∈P2g+1

L(1
2
+ α, χP )L(

1
2
+ β, χP ) = F2g(α, β) + q−2g(α+β)F2g−1(−α,−β),

(7.4.2)
where

F2g(α, β) =
∑

f∈M≤2g

τα,β(f)

|f |1/2
1

|P2g+1|
∑

P∈P2g+1

χP (f), (7.4.3)

and F2g−1(α, β) is given by a similar expression with M≤2g replaced by M≤2g−1.
From here, one could attempt to obtain the mixed second moment by first

computing a formula for the shifted second moment and then differentiating with
respect to the shifts. This would require asymptotically evaluating the right-hand
side of (7.4.2) for small shifts α, β. The CFKRS recipe [CFK+05] was applied to this
family of L-functions in [AJS21] and so we can write down the formula one would
expect to obtain. Explicitly, the shifted second moment should be given by

1

|P2g+1|
∑

P∈P2g+1

L(1
2
+ α1, χP )L(

1
2
+ α2, χP )

=
∑
ϵi=±1
i=1,2

A(1
2
; ϵ1α1, ϵ2α2)

∏
1≤i≤j≤2

ζq(1 + ϵiαi + ϵjαj) (1 + o(1)) , (7.4.4)

where

A(1
2
;α1, α2) =

∏
P∈P

∏
1≤i≤j≤2

(
1− 1

|P |1+αi+αj

)

× 1

2

(
2∏

i=1

(
1− 1

|P |1/2+αi

)−1

+
2∏

i=1

(
1 +

1

|P |1/2+αi

)−1
)
. (7.4.5)
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Since we can compute an asymptotic formula for the second moment of L(1
2
, χP ), we

should in principle be able to compute a formula for the second moment with small
shifts using the same techniques. For instance, formulae for the first, second and third
shifted moments of the quadratic Dirichlet L-functions L(s, χD) over H2g+1 were
computed in [BFK23] using the same approach as Florea [Flo17c, Flo17b, Flo17a]
for the moments without the shifts.

However, even if one obtains a formula in the form of (7.4.4), it is not straightfor-
ward to take derivatives to yield the mixed moments. Especially when the order of
the derivatives is high, computing the main term will be very messy. This difficulty
was previously noted in [DÐ21, Remark 1.3], where the authors consequently use an
alternate method. For this reason, the approach we take is to differentiate (7.4.2)
with respect to the shifts first and then determine the asymptotic behaviour. With
this in mind, for m,n ≥ 0 and h ∈ {2g, 2g − 1}, we define

Th(m,n) :=
∂m+n

∂αm∂βn
Fh(α, β)|α=β=0 =

∑
f∈M≤h

τ (m,n)(f)

|f |1/2
1

|P2g+1|
∑

P∈P2g+1

χP (f).

(7.4.6)
Then, differentiating (7.4.2) gives us

1

|P2g+1|
∑

P∈P2g+1

L(µ)(1
2
, χP )L

(ν)(1
2
, χP )

= T2g(µ, ν) + (−1)µ+ν

µ∑
m=0

ν∑
n=0

(
µ

m

)(
ν

n

)
(2g log q)µ+ν−m−n T2g−1(m,n).

(7.4.7)

We are then left to analyse the sums Th(m,n) and we give an asymptotic formula in
the next proposition.

Proposition 7.4.1. For integers m,n ≥ 0 and h ∈ {2g, 2g − 1}, we have that as
g → ∞,

Th(m,n) =
(− log q)m+nA(m,n)

ζq(2)
gm+n+3 +O(gm+n+2), (7.4.8)

with A(m,n) as defined in (7.2.3).

We complete the proof of Theorem 7.2.1 by applying the result of Proposition
7.4.1 to (7.4.7) and isolating the coefficient of (2g + 1)µ+ν+3.
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7.4.1 Proof of Proposition 7.4.1

We will prove Proposition 7.4.1 by analysing separately the contribution of the square
and the non-square polynomials to the sum Th(m,n). So, we write

Th(m,n) = Th(m,n)□ + Th(m,n)̸=□, (7.4.9)

where Th(m,n)□ and Th(m,n) ̸=□ denote the sums over f a perfect square and f not
a square in (7.4.6), respectively. We bound Th(m,n)̸=□ using Lemma 7.2.5 to obtain

|Th(m,n)̸=□| ≪
∑

f∈M≤2g

f ̸=□

τ (m,n)(f)

|f |1/2

∣∣∣∣∣∣ 1

|P2g+1|
∑

P∈P2g+1

χP (f)

∣∣∣∣∣∣
≪ q−g

∑
f∈M≤2g

τ (m,n)(f)

|f |1/2
d(f)

≪ gq−g

2g∑
j=0

q−j/2
∑
f∈Mj

τ(f)d(f)m+n

≪ gq−g

2g∑
j=0

jm+n+1qj/2

≪ gm+n+2, (7.4.10)

where we have used the fact that
∑

f∈Mj
τ(f) ≪ jqj.

Next, for the terms in Th(m,n)□ with f = □, we have that d(f) ≤ 2g and so
P ∤ f for all P ∈ P2g+1. Therefore, as f = l2 say, we have that χP (f) = χP (l)

2 = 1

and consequently

1

|P2g+1|
∑

P∈P2g+1

χP (f) = 1. (7.4.11)

Thus, we have that

Th(m,n)□ =
∑

f∈M≤h

f=□

τ (m,n)(f)

|f |1/2
=

∑
f∈M≤h/2

τ (m,n)(f 2)

|f |
. (7.4.12)

Remark 7.4.2. At this point, the standard method to compute a partial sum such
as that in (7.4.12) would be to consider the generating series and apply Perron’s
formula. In this case however, this approach is not directly applicable since τ (m,n)(f 2)

is not a multiplicative function. So, to apply this method, we would have to consider
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the generating series

G(α, β;u) =
∑
f∈M

τα,β(f
2)

|f |
ud(f) (7.4.13)

and take the derivatives after applying Perron’s formula. By the multiplicativity of
τα,β(f), one can show that

G(α, β;u) =
Z(q−1−2αu)Z(q−1−2βu)Z(q−1−α−βu)

Z(q−2−2α−2βu2)
, (7.4.14)

where Z(u) = (1− qu)−1 is the zeta function of Fq[t]. The point is that following this
method would essentially equate to computing the second shifted moment and then
taking the derivatives. But, as discussed earlier, we choose to avoid this approach as
taking arbitrary order derivatives of (7.4.14) leads to very complicated expressions.

Using the definition of τ (m,n)(f), we write the main term Th(m,n)□ more explicitly
as

∑
f∈M≤h/2

τ (m,n)(f 2)

|f |
= (− log q)m+n

h/2∑
j=0

q−j
∑
f∈Mj

∑
f2=f1f2

d(f1)
md(f2)

n. (7.4.15)

Then, for a given j, we use the hyperbola method and write

∑
f∈Mj

∑
f2=f1f2

d(f1)
md(f2)

n =
∑
f∈Mj

∑
f2=f1f2
d(f1)=j

jm+n +
∑
f∈Mj

∑
f2=f1f2
d(f1)<j

d(f1)
md(f2)

n

+
∑
f∈Mj

∑
f2=f1f2
d(f2)<j

d(f1)
md(f2)

n. (7.4.16)

The second and third sums here are similar so we need only focus on the first two.
In particular, it suffices to evaluate the sum

∑
f∈Mj

∑
f2=f1f2
d(f1)=k

d(f1)
md(f2)

n = km(2j − k)n
∑
f∈Mj

∑
f2=f1f2
d(f1)=k

1, (7.4.17)

for k ≤ j. To compute the above sum, we reformulate the counting problem

∑
f∈Mj

∑
f2=f1f2
d(f1)=k

1 =
∑

d(f1)=k

∑
d(f2)=2j−k
f1f2=□

1 (7.4.18)
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as follows. We observe that f1f2 = □ if and only if f1 = l1l
2
2 and f2 = l1l

2
3 with

l1, l2, l3 ∈ M and l1 square-free. Also, since we require that d(f1) = k, we must have
d(l1) ≤ k and d(l2) = (k − d(l1))/2. Then, to ensure that d(f2) = 2j − k, we have
d(l3) = (2j − k − d(l1))/2. Note that d(l3) ≥ 0 since d(l1) ≤ k ≤ j. So, by summing
over l1, l2, l3, we may write

∑
f∈Mj

∑
f2=f1f2
d(f1)=k

1 =
∑
l1∈H

d(l1)≤k
k−d(l1) even

∑
l2∈M

d(l2)=(k−d(l1))/2

∑
l3∈M

d(l3)=j−k/2−d(l1)/2

1

= qj−k/2
∑
l1∈H

d(l1)≤k
k−d(l1) even

q−d(l1)/2
∑
l2∈M

d(l2)=(k−d(l1))/2

1

= qj
∑
l1∈H

d(l1)≤k
k−d(l1) even

q−d(l1). (7.4.19)

For the final sum over l1, if k is even, then

∑
l1∈H

d(l1)≤k
k−d(l1) even

q−d(l1) =
k∑

i=0
i even

∑
l1∈Hi

q−i = 1 +

k/2∑
i=1

∑
l1∈H2i

q−2i = 1 + (1− q−1)
k

2
, (7.4.20)

where we have used the fact that for n ≥ 1,

|Hn| =
qn

ζq(2)
= qn(1− q−1). (7.4.21)

Similarly, if k is odd, we have

∑
l1∈H

d(l1)≤k
k−d(l1) even

q−d(l1) = 1 + (1− q−1)
k − 1

2
. (7.4.22)

Thus, we have that

∑
f∈Mj

∑
f2=f1f2
d(f1)=k

1 = qj
(
1 + (1− q−1)

[
k
2

])
, (7.4.23)

and incorporating this into (7.4.16) using (7.4.17) gives us
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∑
f∈Mj

∑
f2=f1f2

d(f1)
md(f2)

n = qj
(
jm+n

(
1 + (1− q−1)

[
j
2

])
+

j−1∑
k=0

(km(2j − k)n + kn(2j − k)m)
(
1 + (1− q−1)

[
k
2

]))
.

(7.4.24)

We now analyse the behaviour of the expression in (7.4.24) as j → ∞. As
[x] = x+O(1), the first term inside the brackets in (7.4.24) is

(1− q−1)
jm+n+1

2
+O(jm+n). (7.4.25)

We also have that

j−1∑
k=0

km(2j − k)n
(
1 + (1− q−1)[k

2
]
)
=

(1− q−1)

2

j−1∑
k=0

km+1(2j − k)n

+O

(
j−1∑
k=0

km(2j − k)n

)
, (7.4.26)

so we now focus on the sum
∑j−1

k=0 k
m(2j − k)n. First, by factoring out a power of j,

we write

j−1∑
k=0

km(2j − k)n = jm+n+1 · 1
j

j−1∑
k=0

(
k

j

)m(
2− k

j

)n

. (7.4.27)

Then we see that as j → ∞,

1

j

j−1∑
k=0

(
k

j

)m(
2− k

j

)n

→
∫ 1

0

xm(2− x)ndx (7.4.28)

since the sum is a left Riemann sum for the integral. Therefore, we have that

j−1∑
k=0

km(2j − k)n = jm+n+1 · 1
j

j−1∑
k=0

(
k

j

)m(
2− k

j

)n

∼ jm+n+1

∫ 1

0

xm(2− x)ndx,

(7.4.29)
as j → ∞. On the other hand, by Faulhaber’s formula, we know that the sum is a
polynomial in j so we have
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j−1∑
k=0

km(2j − k)n = jm+n+1

∫ 1

0

xm(2− x)ndx+O(jm+n). (7.4.30)

Using (7.4.26) and (7.4.30) in (7.4.24) yields

∑
f∈Mj

∑
f2=f1f2

d(f1)
md(f2)

n =
qjjm+n+2

2ζq(2)

∫ 1

0

(
xm+1(2− x)n + xn+1(2− x)m

)
dx

+O(qjjm+n+1). (7.4.31)

Therefore, by Faulhaber’s formula, we have

Th(m,n)□ =
∑

f∈M≤h/2

τ (m,n)(f 2)

|f |
(7.4.32)

= (− log q)m+n

h/2∑
j=0

q−j
∑
f∈Mj

∑
f2=f1f2

d(f1)
md(f2)

n

=
(− log q)m+n

2ζq(2)

∫ 1

0

(
xm+1(2− x)n + xn+1(2− x)m

)
dx

h/2∑
j=0

jm+n+2

+O

 h/2∑
j=0

jm+n+1


=

(− log q)m+nhm+n+3

2m+n+4(m+ n+ 3)ζq(2)

∫ 1

0

(
xm+1(2− x)n + xn+1(2− x)m

)
dx

+O(hm+n+2). (7.4.33)

Recalling the definition of A(m,n) given in (7.2.3) and choosing h ∈ {2g, 2g − 1}
completes the proof.

7.4.2 Proof of Corollary 7.2.1

Here we will prove the simultaneous non-vanishing result for the derivatives of the
L-functions L(s, χP ) at s = 1/2. Fix integers µ, ν ≥ 0 and let P∗

2g+1 denote the subset
of P ∈ P2g+1 for which L(µ)(1

2
, χP )L

(ν)(1
2
, χP ) ̸= 0. First, we need upper bounds for

moments of derivatives of these L-functions. By Cauchy’s integral formula, we may
write
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L(µ)(1
2
, χP ) =

µ!

2πi

∮
|z|=r

L(1
2
+ z, χP )

zµ+1
dz. (7.4.34)

We choose r = 1/g and then by applying Hölder’s inequality to the integral, we have
that

|L(µ)(1
2
, χP )|k ≪

(∮
|z|=1/g

|L(1
2
+ z, χP )|k dz

)(∮
|z|=1/g

dz

zk(µ+1)/(k−1)

)k−1

≪ gkµ+1

∮
|z|=1/g

|L(1
2
+ z, χP )|k dz, (7.4.35)

where we have bounded the second integral using the estimation lemma. We now
introduce the sum over P2g+1 to give

∑
P∈P2g+1

|L(µ)(1
2
, χP )|k ≪ gkµ+1

(∮
|z|=1/g

∑
P∈P2g+1

|L(1
2
+ z, χP )|k dz

)
≪ gkµ max

|z|=1/g

( ∑
P∈P2g+1

|L(1
2
+ z, χP )|k

)
. (7.4.36)

For small shifts z ≍ 1/g, the shifted moments

∑
P∈P2g+1

|L(1
2
+ z, χP )|k (7.4.37)

can be bounded in the same way as the k-th moment at the central point. Specifically,
by Theorem 1.1 in [GZ23], we have the bound

∑
P∈P2g+1

|L(1
2
+ z, χP )|k ≪ q2ggk(k+1)/2−1. (7.4.38)

Combining this with the bound in (7.4.36) then gives us the upper bound

∑
P∈P2g+1

|L(µ)(1
2
, χP )|k ≪ q2ggk(k+1)/2+kµ−1 (7.4.39)

for the moments of the derivatives. Recall that by the Prime Polynomial Theorem,
we have that

|P2g+1| ∼
q2g

g
, (7.4.40)

as g → ∞ and so the above bound can be written as
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1

|P2g+1|
∑

P∈P2g+1

|L(µ)(1
2
, χP )|k ≪ gk(k+1)/2+kµ. (7.4.41)

This bound is sharp and of the order predicted by the random matrix theory results
of Chapter 4.

Now, to obtain the simultaneous non-vanishing result, we again apply Hölder’s
inequality, this time to yield

( ∑
P∈P2g+1

L(µ)(1
2
, χP )L

(ν)(1
2
, χP )

)4

≤
( ∑

P∈P∗
2g+1

1

)2( ∑
P∈P2g+1

L(µ)(1
2
, χP )

4

)( ∑
P∈P2g+1

L(ν)(1
2
, χP )

4

)
. (7.4.42)

Note that the derivatives of L(s, χP ) at s = 1/2 are all real so by raising the
L-functions to the power 4, we may drop the absolute values present in Hölder’s
inequality. By Theorem 7.2.1 and the Prime Polynomial Theorem, we know that
the left-hand side of (7.4.42) is asymptotically of size (q2ggµ+ν+2)4. For the last two
terms on the right-hand side, we take k = 4 in (7.4.39) to get the bound

∑
P∈P2g+1

L(µ)(1
2
, χP )

4 ≪ q2gg9+4µ. (7.4.43)

Therefore, by rearranging the inequality in (7.4.42), we find that

( ∑
P∈P∗

2g+1

1

)2

≫ (q2g)2

g10
. (7.4.44)

By taking the square-root and recalling the definition of P∗
2g+1 we therefore obtain

|{P ∈ P2g+1 : L
(µ)(1

2
, χP )L

(ν)(1
2
, χP ) ̸= 0}| ≫ q2g

g5
, (7.4.45)

Applying the Prime Polynomial Theorem once again then yields the desired result.
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