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ABSTRACT

Theoretically driven, market-based contingent ctaimodels have recently been applied to the field of
corporate insolvency prediction in an attempt tovjade the art with a theoretical methodology that
has been lacking in the past. Limited studies teen carried out in order directly to compare the
performance of these models with that of their aotiog number-based counterparts. We use receiver
operating characteristic curves to assess theaeifiof thirteen selected models using, for the firs
time, post-IFRS UK data; and investigate the distibnal properties of model efficacy. We find that
the efficacy of the models is generally less theat teported in the prior literature; but that the
contingent claims models outperform models whiah arscounting numbers. We also obtain the
counter-intuitive finding that predictions basedaosingle variable can be as efficient as thoselwhi
are based on models which are far more complicatederms of variable variety and mathematical
construction. Finally, we develop and test a nagmsion of the down-and-out-call barrier option
model for insolvency prediction and find that, desgs simple formulation, it performs favourably

compared alongside other contingent claims models.
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1. Introduction

The prediction of corporate insolvency and the ssmsent of credit risk have been the
subject of much academic and professional reseasehthe last half century. As when a
pebble is thrown into a lake and the shockwaveshréa beyond the point of initial impact,
when a company becomes financially distressedinesblthere are adverse consequences for
its diverse stakeholder groups, such as investuasagers, employees, customers and
suppliers, which impact onward into other firms thider economy and society. According
to the president of R3 (the UK association of bessgnrecovery professionals), Steven Law
(2010), ‘Any future increases in corporate insobies are likely to affect others as
Insolvency Practitioners estimate that around 27%omorate insolvencies are triggered by

another company's insolvency - the “domino efféct”.

In a similar vein, a member of the Turnaround Mamagnt Association UK asserted in
Cooper (2010) that:

‘As business [sic] struggle to survive into 201yt are likely to put increasing
pressure on their suppliers. Payments will be vealthiior as long as possible. If and
when a company fails, it is likely that the othesimesses it owes money to will get
little or nothing in return. Unfortunately, the krioon effect will be that other firms will

also be starved of cash and more will find thermeselynder financial pressure.’

The area of distress/insolvency prediction is ghheconomic significance in terms of the
number of firms and individuals affected and thelioations for investment and lending
decision making. Up-to-date research is mandatatidopresent era of global financial
difficulty which follows recent periods of finantisector institutional failure and credit
crunch. Fig. 1 shows the number of UK insolveneiesually since 1960. The glut of
insolvencies during the economic downturn of thiyeE990’s is clearly visible as is a sharp

rise in the incidence of insolvencies since 2007.

*** insert Fig. 1 about here***

As regards the prognosis for the incidence of veaties in the current period, R3 (2010)

had the following sober message:



‘We would still expect a spike in the number ofdh&ncies in the five or six quarters
following a recession because many businessestiffated during the recession find it
hard to borrow as lending requirements tighten. yiafthem will see “green shoots”
but will not be able to fund expansion, especidligterest rates increase. And when a
recession ends and assets rise in value, creditersncouraged to move ahead with

more aggressive debt collection.’

This paper evaluates a number of different methddsh have been popularly employed
in the prior literature to assess firm health tbgetwith some more recent approaches. In the
current economic climate of global financial turineie seek to assess, using data from
recent insolvency cases and post-IFRS implementdtiow these various methods and
approaches perform for the UK. Whereas many priedichodels have shown goea post
efficacy in past studies, our findings suggest thahy of these models have more modest
ability to predict insolvency or financial distrassthe current economic downturn. Therefore,
extreme care should be taken in relying, whollyngpart, on information obtained from a
firm health-determining model for the purposesiodfcial or economic decision making.

UK lending institutions have for some time, likethcounterparts around the globe, been
urged to re-expand their lending and alleviatectimeent credit crunchand under Project
Merlin, as announced or'%ebruary 2011 by George Osbourne, UK Chancellthef
Exchequer, the four largest UK lending banks agrexer alia, to lend £190 billion during
2011 — with the Bank of England to monitor the agkiment of lending targets. Our study
provides a stark warning to lending institutionslkseg to re-expand their lending portfolios
as to the technologies they might employ to assssdvency risk, a key aspect of lending
risk. We concur with Abrahams and Zhang (2009), s

‘A comprehensive new credit risk framework is need@ hybrid approach that
combines the best that technology can offer wigeeixhuman judgment. Such an
approach can help deal with the current crisisraagl lessen the extent of, or even
prevent, the next one. The magnitude of the cuesis makes it abundantly clear that
there is significant room — and need — for improgamn current credit assessment

approaches.’

1 UK chancellor of the Exchequer, 28ay 2010: ‘There is an urgent priority that istiges lending going to
small- and medium-sized businesses. That is arlubagrgent priority.’
[http://uk.reuters.com/article/marketsNewsUS/idUKGI20MAY20100520].



As part of the assessment undertaken in this pageconsider whether or not the
extensive academic endeavour in this area, withyrpapers and studies considering, in
aggregate, a huge volume of data with diverse tgales and models, has resulted in the
academic or practitioner being better able to mtetbrporate failure now than (s)he would
have been, say, 46 years ago after Beaver (19&@ispad his seminal work on financial
ratios and suggested an approach to distinguistelest failed and non-failed firms using a
single ratio. Beaver himself commented that ‘thstlsengle ratio appears to predict about as
well as the [early] multi-ratio models’ (Beaver,68) p. 100); and we are interesteder

alia, to see if this is still the case today.

This paper adds to the literature upon the relagffieiency of different models for
insolvency prediction in several respects by: §ing post-IFRS data from the UK; (ii)
providing comparisons between broader range ofingent claims and accounting number-
based models than are found in earlier extantestydnd using receiver operating
characteristic curves as the basis for those caegres; (iii) proposing and testing a new
contingent claims insolvency prediction model; &ndlinvestigating the distributional

properties of the efficacy of insolvency predictimodels.

The paper continues as follows. The next sectiviewes recent insolvency prediction
literature, and the relative popularity of diffetémsolvency prediction technologies used in
academic research; the third section describestgmieand development of a sample of firms
and firm-level data against which to test the défe models; the fourth section provides an
overview of the methods and models tested withinstudy; the fifth section describes the
means by which we compare the models; and the sedtion presents the results of the

comparison. The final section concludes and prevaldiscussion.

2. Review of theprior literature

2.1. Evolution and recent developments

The work of Beaver (1966) seeded the modern liteeadn insolvency prediction with a
univariate approach, treated further in Beaver 8)9Blethods in the 1970s centred on a
multivariate framework, with the widespread usenofitivariate discriminant analysis (MDA)

models and the production of the ‘Z-score’ and Eintechnologies (Altman, 1968; Deakin,
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1972; Edminster, 1972; Blum, 1974; Diamond, 197&fl&r & Tisshaw, 1977; Taffler,
1983). Criticisms relating to violations of thetgtcal assumptions underlying the MDA
approacttf, however, led researchers of the 1980s to conderttrair efforts on the
development of conditional probability models, thest popular being the logit (Ohlson,
1980; Hamer, 1983; Zmijewski, 1984; Zavgren, 1988asey & Watson, 1986).

Technological developments and an increase invagadility and power of computer
processing allowed the insolvency prediction redeans in the 1990s to adopt a wider range
of methods. Much of the work in the 1990s conceett@n artificially intelligent systems
such as neural networks, genetic algorithms, caseéreasoning and recursive partitioning
(Odom & Sharda, 1990; Coats & Fant, 1993; BoritenKedy, & Albuquerque, 1995;
Charitou, Neophytou, & Charalambous, 2004).

Despite the voluminous research, however, insoly@nediction suffered much criticism
because of a lack of theoretical underpinning ngivise to problems associated with the
classical paradigm (choice of definition of firmlfae, non-stationarity and instability of data,

and sample selectioahd the arbitrary selection of variables and mautginethod®

More recent modelling developments are the contingims models which are based on
option pricing theory as set out in Black and SeblL973) and Merton (1974). The most
popular forms of the model are derived from thedpean call option and the down-and-out
call barrier option. Prior to the acquisition of KMy Moody’s Corp in April 2002 very little
was known publicly about KMV'’s proprietary credik appraisal methodologies — which
include versions of the contingent claims modeteAthe acquisition, a selection of papers
written by KMV practitioners became publicly avéila to download from the Moody’s
KMV website!" and contingent claims models have since attraciehl of interest from

academics.

In its simplest form, the model assumes that tlaeedtolders of a firm hold a European
call option (EC) on the firm, the exercise pricénigethe amount required to discharge its debt
liabilities. The time to maturity of the debt ibetefore, taken to be the option period and the

expiry date is taken as the point at which insotyemight occur. At expiry, the shareholders

% See, for example, Joy and Tollefson (1975, 192Benbeis (1977), Moyer (1977), and Altman and iitisés
(1978).

® See Balcaen and Ooghe (2006) for an excellentisison of the problems.

* http://www.moodyskmv.com/research/New%20Reseasatticnl.html



will either mandate discharge of the debt repayrobhgation (if firm assets exceed
liabilities) or mandate default on the debt anainency process (if firm assets are less than
liabilities). The method assigns a default (faij)yveobability independently to each firm.
Examples of the EC approach can be found in Vassaid Xing (2004), Bharath and
Shumway (2008), and Hillegeist, Keating, Cram, haddstedt (2004).

Several studies, including Brockman and Turtle @Ghd Reisz and Purlich (2007),
derive default probabilities by extending the ECdelanto a barrier options framework. The
model values the option as a down-and-out call (R@Ebt holders are deemed to own a
portfolio of risk-free debt and a DOC option on fhiems’ assets which can be exercised
should the value of the firm fall below a predeteraa legally binding barrier.

Comparisons of the performance of contingent claimsels with that of traditional
accounting-number based models forms the backblomeich of the empirical analysis found
in the recent research and such comparisons haldeglia variety of results. Tudela and
Young (2003) find that their contingent claims mioaigt-performs models which use
accounting data alone and that, when the outptltedf model is combined with accounting
data, accuracy is only slightly improvedillegeist et al. (2004) compare their EC modehwit
two accounting number-based methods (being the&esmodel of Altman, 1968 and the
logit model of Ohlson, 1980) and find that the dogént claims model carries more
information than the accounting number-based coatipes. They argue that, since
accounting statements are prepared on a going-aohesis, they are, by design, of limited
use in predicting bankruptcy. Bharath and Shumg898) construct a naive version of the
EC model in order to avoid some of the estimatiomlexity found in Hillegeist et al.
(2004), and find little deterioration in model pmrhance. Reisz and Purlich (2007) compare
both EC and DOC models with the Altman Z-score nhadd find, in contrast to the findings
of Hillegeist et al. (2004), that the Z-score moolet-performs both contingent claims
approaches in terms of receiver operating chatiatitecurves for a one-year ahead forecast.
For the UK, Agarwal and Taffler (2008) find similato Reisz and Purlich (2007) when
comparing the Taffler (1983) accounting number-tdasedel (the Taffler Z-score) with EC
models of both Hillegeist et al. (2004) and Bhawatd Shumway (2008). Agarwal and
Taffler (2008, p. 1,542) suggest that ‘...tradiabaccounting ratio-based bankruptcy risk
models are, in fact, not inferior to KMV-type optidbased models for credit risk assessment

purposes ... The apparent superiority of the mdrkseed model approach claimed by



Hillegeist et al. (2004)eflects the poor performance of their comparatodets, not a

particularly strong performance by their optioneprg model.’
2.2. A wide diversity of approaches

The academic literature contains a vast arrayabfrtigjues which have been posited over
the last five decades to ‘predict’ corporate insalsy. Our review of the literature has
identified 25 different methods (many more if véinas within method are counted) which
are shown as the abscissa labels in Fig. 2. Tlaegge from the univariate and multivariate
discriminant analysis of the 1960s and 1970s, tjindbe logit and probits of the eighties and
the artificial learning models of the 1990s, to theent crop of contingent claims models in
the 2000s.

A number of papers compare and contrast theseusan®@thods and techniques, for
example Scott (1981), Zavgren (1983), Laitinen Kadkaanpaa (1999) and Balcaen and
Ooghe (2006). A meta-analysis by Aziz and Dar (2@@®siders a number of methods and
technigues from a sample of 89 empirical studiesymaring the frequency of usage (by
academics) and efficacy of sixteen different inealwy prediction methodologies, and
assigning each of them to one of three categdstistical models’; ‘artificially intelligent
expert systems (AIES)’; and ‘theoretical modeldieTpaper shows MDA and logit to have

been the most popular models for study amongsteacag.

Fig. 2 shows the frequency of academic investigadioeach of the 25 corporate
insolvency prediction technologies found in ouer#ture review, grouped according to the
Aziz and Dar (2006) categories. Having surveyed 8&® papers, a larger sample than was
considered by Aziz and Dar, the relative frequesicggcademic investigation of techniques

that we find is in accordance with their results.

*** insert Fig. 2 about here***

The selection choice of technologies for compaeasitudy in this paper is based on three
factors: the frequency of study and reported efffaa the prior academic literature;
relevance to the UK; and the desire to incorpoaate compare contingent claims models and
their traditional accounting number-based countgspsVe arrive at a sample of thirteen
models representing five technologies. The detditae models and reasons for inclusion are

described in a later section.



3. Sampleof firmsand collection of firm-level data

This section describes the development of samfl&sled and non-failed firms for our

study, and the collection of data upon those firms.
3.1. Population and sample selection

As regards failed firms, this study takes the papaoh of all London Stock Exchange
(LSE) listed non-financial firms recorded on thendon Share Price Database as failing
between 38 September 2000 to 3December 2009, reduced only by the exclusionrofdi
for which insufficient data is available to allowgication of the insolvency prediction
models under consideration. Failed firms were ifiedtfrom the LSPD general descriptive
record G10 ‘Type of Death’ by codes 7, 16 and Z&rms with financial industry cod®are
excluded from the population because of their diifigcapital structure, earnings profile and

reporting. The final number of failed firms congielé in the study is 101.

The study uses accounting and market data updiaited companies and a sample of
LSE-listed non-financial non-failed firms, the samperiod for such data beind danuary
2000 to 38' September 2009. All firm specific information istaimed through LSPD and

Thomson One Banker.

The sample of non-failed firms was selected frono@a-financially coded population
which was deemed to be ‘alive’ at"38eptember 2009 with LSPD code G10 equal to zero.
For this study a non-failed sample containing 2,24dible firms was identified for potential
analysis. The resulting non-failed group providgt8 firm-years of data within the sample
period where sufficient data is available to allapplication of the insolvency prediction

models under consideration.

Insolvency prediction literature has traditionakyied on matched samples of failed and
non-failed firms, as in, for example, Beaver (19@d)man (1968), Libby (1975), Taffler
(1983), Keasey and McGuinness (1990), and Chaeit@l (2004). The paired sampling
approach is a legacy of the discriminant analysthadology frequently used in the 1960s

and 1970s, where failed firms were matched onaizkindustry with non-failed mates.

® Representing, respectivelyreditor liquidation receiver appointedandin administration
® LSPD (G17) codes 8XX and 8XXX.



Paired sampling is not, however, a necessity figrttork. Stein (2002) posits that the
variable accuracy of any prediction model is ‘pnityadriven by the number of defaults,
rather than the total number of observations’. Thsupported by Falkenstein, Boral, and
Carty(2000), who suggest that the hazard model of Shyn{h@09) outperformed others in

their evaluation because of the large number cdulef — 300 — in the sample.

Current insolvency prediction and credit risk papatilize the abundance of financial
databases and related search tools to includegadater number of non-failed firms in
relation to the failed ones, more realisticallyresgenting the percentage of failures in the
actual population. These technological advancesirties all listed firms have the potential
to be analysed in greater detail. Moody’s ‘RiskCalcPublic Companies’, for example, uses
a database of 1,406 failed and 13,041 non-failkedsfifor their proprietary adaptation of the
contingent claims model in the US. In the UK, theentver of insolvencies is far lower than
that in the US, the overall population of UK firtnsing itself much smaller. Agarwal and
Taffler (2008) use data from 2,006 firms includit@B failures over a fifteen year period in
the UK; this is far fewer than Hillegeist et alO(), who studied 756 failures and 14,303
non-failed firms over an almost identical periodhe US. Table 1 compares sample sizes

from a number of the studies cited in this paper.

*** insert Table 1 about here ***

3.2. Data collection

Firm name, industry classification, death datetliége and other listing details are
collected from LSPD. Accounting data is sourcednfrbhomson One Banker and market data
collected from both Thomson One Banker and LSPI2. (T$k-free rate of return is calculated
annually using the nominal yield on a 12-month Wéasury bill as at 30September each

year.

3.3. Structure of annual samples

Our empirical analysis involves the consideratiarttte same date each year of a set of all
firms from our sample (which fail within twelve mitis and those which do not) for which
pertinent data is available in respect of that yeathe prior literature, such sets have been

referred to as annual ‘portfolios’.



We create portfolios for years 2000 to 2009 inalesirhe choice of portfolio date (the
same from year to year) is somewhat arbitrary. ‘Aepa3d" September, following Agarwal
and Taffler (2008), which aids comparability witiat study and between the different models
which we test. Each portfolio is constructed usimayket data up to and including”™30
September. Accounting data, however, is taken fsatyp annual reports made up t0"30
April of the same year or before, to duplicateitifermation conditions which would be

likely to have faced a real-world user of the medet 3§ September of the year concerned.

3.4. Training and validation

For some of the prediction models which we testh i@ining and validation samples are
required. There are various alternative forms @rapach to validation (e.g., random sample
cross-validationk-fold cross validation, Lachenbruch jack-knife).drder to reflect the
practices of construction and use of the modelsebirworld users, we first split the sample
through time. Training data comes from portfoli@)@-2005 inclusively, and the validation
data (on which all models, irrespective of whetbienot they require training, are tested) is
derived from portfolio years 2006-200T.able 2 presents the number of firm-year

observations employed in these training and vabdatamples.

*** insert Table 2 about here***

Additionally, we generate 10,000 random splits lesmtraining and validation samples.
In each case the number of both failed firm-yeaeobations and non-failed firm year
observations in the training and validation samplesas in Table 2 but with the allocations
now being made on a random basis, rather than @iogoio chronology. This provides us
with the opportunity to investigate variation irfiedcy of the prediction models resulting

from variation in allocation of observations betweke training and validation samples.

" Obtaining an acceptable sample size (in respemtimiber of failed firms) to allow use of post-IFRS
implementation data for both trainimgd validation samples is not yet possible.
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4. Overview of sdected models

This section presents an overview of the methodsaodels tested within this study. For
a more detailed discussion of the various meth@dssuggest Zavgren (1983), Crosbie and
Bohn (2003), Balcaen and Ooghe (2006), and ReidZanlich (2007).

4.1. Single variables

We include three single variable ‘models’ in oualysis: cash-flow to total debt (which
we designate model BV); firm size (model SIZE); &wbk-to-market value ratio (model
B/M). Cash-flow to total debt was determined by B&g1966) to be the best performing
ratio, amongst those he tested, for the prediafdailure. Re-examination of this ratio is
infrequent in recent literature as most studiesi$oan an array of multivariate and non-linear
approache8 We include Beaver and his best performing ratimwestigate how one of the
simplest and earliest posited methods of insolvgmegiction compares with the latest efforts
of academics and practitioners working with modsymputer processing power. That is, to
see if developments over the last 46 years havsfis@ntly advanced our ability to separate

the failing from the non-failing firms.

Vassalou and Xing (2004) find empirical evidencatthoth size and book-to-market
exhibit a strong link with default risk’; and Agaaivand Taffler (2008) use these variables as
benchmarks against which to compare multivariatelets Size is intuitively appealing as a
factor in a firm’s chances of surviving financiatisacks, since high equity reserves or asset
bases act as a buffer to enable continued debicsayv For example, BP plc, one of the
largest companies listed on the FTSE, saw its ghidce collapse in 2010 following ecologic
and political blunders surrounding the Deepwaterizém disaster. The size of BP has
ultimately ensured its survival, despite a $20idaill spill response fund it was ordered to
create. In contrast, one the highest profile UK pames to enter insolvency process in the
last five years was Woolworths plc. Although oneghe UK'’s largest and longest established
high street retailers, with an asset base of jusiol BP’s, Woolworths could not weather the
onset of recession and other problems. We meamgeaising the natural logarithm of GDP-

deflated market value of equity as a proxy.

& Although Zavgren (1983), for example, includesdision of Beaver’s ratio.
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Our inclusion of the book to market ratio allows gissence, investigation of the extent to

which market capitalisation of future earnings a@nuseful in predicting failure.
4.2. Multivariate discriminant analysis: z-scoreadels

Z-score models consist of a linear combinationasfables estimated using MDA, which
classifies observations into one of a number ofgpecified categories or group# the
present context there are two groups, being fditets and non-failed firms. The resulting

discriminant function is of the form:

Zi=a+ fpXu+ BpXip ot BinXin @

whereZ is the ‘score’ for firm; a is a constant; thi;; are the attributes (ratios, categorical or
qualitative variables) for firmy and thes are coefficient estimates for each attribute. &sor
allow for an ordinal ranking of firms, the high&etscore usually denoting the better the
predicted solvency’ The adoption and application of a cut-off poinsaore may then be
used to divide firms between those predicted ticafadl those predicted to survive but the
choice of cut-off point is somewhat arbitrary.

Brief discussion of three methodological issuethenuse of MDA models in the present
context is necessary. First, many researchersdtansen cut-off points in order to attempt to
minimise theoverall error rate of the model - which may result in thisleading or incorrect
estimates of model accuracy. Differing economicactp associated with type | errors
(incorrect classification a failing firm as a naating firm) and type Il errors (incorrect
classification of a non-failing firm as failing) % often been acknowledged (Edmister, 1972;
Eisenbeis, 1977; Deakin, 1977; Zavgren, 1983). Sstogies, such as Altman, Haldeman,
and Narayanan (1977), investigate differing erasts, and others, such as Agarwal and
Taffler (2008), look at economic value when missifisation costs are different. Second, the

classic insolvency prediction paradigm is thatdbpendent variable is dichotomous, treating

° A full derivation of the discriminant process, @tion, and maximum likelihood estimation technigqag be
found in Dhrymes (1974, pp. 65-77). The functidioai does not have to be linear (e.g., Altman gtl#l77
use quadratic discriminant analysis). Linear dsarant analysis is, however, by far the most papoiathod in
the prior literature and, therefore, we use ‘MD#@’refer to the linear method.

1% Studies such as Ooghe, Joos, De Vos, and Bourllejuiti994) define their model alternatively, highe
scores denoting higher probability of failure. Lratethis paper, we change the signs on our testecbre
models not only to match such ranking systems Isotdirectly to compare these to other methods fwhic
instead of rankable scores, provide probabilitiadtire estimates. A later section of the paperaxp this
transformation in more detail.

12



failure as being discrete, non-overlapping andtifiable and thus does not reflect the true
nature of financial distress and the various inseby procedures which may or may not
ensue. Third, two statistical requirements of tHeA/model are of multivariate normality
and that the category groups into which observatare separated have identical variance-
covariance matrices. These statistical requirememetsarely satisfied by the data, and so
concerns as to bias pertain. A consequence obtiegding is that the MDA modelling
technique is often applied in an inappropriate weash the resulting models being unsuitable
for generalization (Joy & Tollefson, 1975; Eisershdi977; Balcaen & Ooghe, 2006).

We examine two forms of the Z-score model, the AlnG1968) Z-score and the Taffler
(1983) Z-scoré} both re-estimated using our own data set, desiuméte models AZU
(Altman, Z-score, updated) and TZU (Taffler, Z-sanpdated) respectively. Re-estimation is
vital, since the original Altman model was derivieam US data over the period 1946-1965;
and the Taffler Z-score was based upon 1968-19#%4 dkeit from the UK. The models are
included in our study owing to their popularitypnor literature, past reported efficacy and,
for the latter, UK relevance. The training samgteshe re-estimations (and the

testing/validation samples) are as described irptheious section.

4.3. The logit model

The logit model is a conditional probability moaehich uses the non-linear maximum
log-likelihood technique to estimate the probaypitit firm failure under the assumption of a
logistic distribution. The parameter estimatesar@ined using the logit model’s maximum

likelihood method as derived in Gujarati (2003)eTRsulting model is of the following form:

1 1

P=EY =1|X;) = = )

whereP; is the probability that firm will fail given a vector of attribute variablés; (ratios,

categorical or qualitative variables) for fiirand thes; are parameter estimates.

Following the majority of prior literature, we refo the model as being constructed using
a dummy variable taking the value of 1 for failed® for non-failed. Given the underlying

logistic function of the model, an extremely heglftveak) company, as compared to a firm

! The discriminant functions, including variable idéfons, for these two models are set out in thpéndix to
this paper.
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of average financial health, must experience agtagnally larger deterioration
(amelioration) of its attributes in order to debeaite (ameliorate) its logit score (Laitinen &
Kankaanpaa, 1999).

Adopting the logit model circumvents some of thaistical assumptions violated by
MDA (Edmister, 1972; Eisenbeis, 1977; Altman & Hibeis, 1978; Joy & Tollefson, 1975;
Joy & Tollefson, 1978; Ooghe et al., 1994). In jgaitar, the logit model neither requires
multivariate normally distributed variables, noredat rely on equal variance-covariance
matrices of the two classification groups (Ohlsb®@80; Zavgren, 1983). The logit model
does, however, like MDA, rely on two basic assummiinherent in the classical prediction
paradigm: the dependent variable is still dichotasjdreating failure as being discrete, non-
overlapping and identifiable, thus not reflectihg true nature of financial distress and the

various insolvency procedures; and the input véeghbre still chosen arbitrarily.

We test one particular version of the logit modleht of Ohlson (1980%: re-estimated
using the training samples from our own data set,designate the model OLU (Ohlson,
logit, updated). As with the Z-score models, ranagtion is vital — since the original Ohlson
model was derived from US data from the period 18906. Inclusion of this model is based
on its popularity and influence in the prior literee (e.g., Zavgren, 1983; Begley, Ming, &
Walls 1996; Hillegeist et al., 2004).

4 4. Artificial neural networks

Neural networks (NNs) were originally conceivedhe 1940s and 50s (McCulloch &
Pitts, 1943; Hebb, 1949; Rosenblat, 1957) as aatayimicking the function of the human
thought process. They have been applied extendiwely increasingly wide variety of
business areas, including financial forecastingditranalysis, bond ratings, bankruptcy

prediction and fraud detection (Charitou et alQ420

A NN consists of a number computational functiaraled ‘neural nodes’ or ‘neurons’,
organised in a particular structure with particulder-connections which are dependent on
the designated application. We employ a typicalstiNcture, a feed-forward network
structure, in a basic form of which has three lay@meurons: the input layer; hidden layer;

and output layer, as shown in Fig. 3. The connastlzetween these layers flow in one

12 The specification for this model, including valiablefinitions, is set out in the Appendix to thiaper.
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direction from the input node through the netwarlkaiforward ‘direction of activation
propagation’. Data provided at the input node®rdg sia weighted parallel connections to
provide input data to the nodes in the hidden lay@ch is then transformed using a non-
linear, sigmoid function and sent to the outputlayor the transformation, we employ the
logistic function as described above. Thereaftesinralar process at the output layer yields a
single output variable. Mathematically, the openatexecuted by a hidden or output neuron
with n inputs is described by the following:

output= f(zn:vvi Xinpugj (3)

i=1
wherew; represents the weight given to inpuandf represents the logistic transformation.
*** insert Fig. 3 about here***

The NN is ‘trained’ into a useful network by ‘supesed learning’, using a training
algorithm and data from a training sample. We thsebiackward propagation of errors (or
‘back propagation’) technique for our training aitjum. In essence, the weights on inputs to
each node are adjusted using an iterative pronessler to ever more closely map inputs to
known outputs in the training sample. In the présentext, firm characteristics (ratios,
categorical or qualitative variables) are the ispand firm failure is the output. A full

derivation of the back propagation algorithm cariduend in Rojas (1996).

Unlike the MDA and logit approaches, the NN hasatieantage that it does not rely on
any prespecification of a functional form, norcwontrast to the MDA and logit approaches
discussed earlier, is it restricted in its assuamgiregarding the characteristics and statistical
distributions of variables. For these reasons,thagopularity of NNs in the prior literature,
we include this technology in our analysis. NNsrawg of course, a methodological panacea.
Two commonly cited issues with their use are fits¢, tendency for ‘overfit’ of the network
to the training sample, with consequential issoesrfodel usage out of sample and, second,

the difficulty in understanding or interpreting thetwork model.

We apply the NN methodology described above to fibnrae different models based upon,
in turn, the variables employed by Altman (1968)J$0n (1980) and Taffler (1983),
designating these models AZN, OLN, and AZN respebtyi By comparing each model
15



estimated and applied as originally formulated Witk models employing the same input
parameters, we seek to evaluate further the ongmafyiness of those parameters as
predictors of corporate insolvency while abstragfiom the caveats and restrictions of the

earlier functional forms.
4.5. The European call contingent claims model

The EC model is used to measure the default prbtyadsi a firm. It is based on the work
of Black and Scholes (1973) and Merton (1974), eygd and modified by Moody’s Rating
Methodology as described in Falkenstein et al. 208obehart and Stein (2000) and Crosbie
and Bohn (2003).

The model views equity as a European call optioa irm’s assets with a strike price
equal to the face value of its debt liabilitt€§.he option expires at tinffewhen the debt
matures, at which point the equity holders eit(i@exercise their option and pay off the debt
if the value of the firm’s assetsgreater than that of its liabilities; or (ii) léte option expire,
if the assets are not sufficient to cover the obshe maturing debt. If the option is left to
expire, insolvency is assumed to ensue and theuastlaim to equity is assumed zero. The
contingent claims model determines the probabuiftthe two outcomedvicDonald (2002, p.
604), shows that the probability of failure maydaéculated as follows:

L4 _s_1.2
Prob =N —ln[X]+ (l;\/: il (4)

whereX, the face value of long term liabilities, addhe annual dividend rate, are directly
observableT, time to expiry, is taken to be one year in thespnt context; and, the market
value of the firm’s assetg;, the asset volatility, and, the firm’s expected return, are not

directly observable and must, therefore, be estthat

We proceed to summarise two versions of the EC hweklieh are evaluated within our
study. These versions differ in their approacttdstimation of the unobservable

parameter¥, o andy, and in treatment of the value.

13 All liabilities are assumed to be zero-coupon ofullowing Black and Scholes (1973) and Merton7@)®
Hillegeist et al. (2004) point out that, furtherNterton (1974), ‘Subsequent studies have incorpdratore
realistic assumptions, such as allowing for debeoants (e.g., Black and Cox, 1976) and multipdssts of
debt (e.g., Geske, 1977). We leave an evaluatia@it@mative option pricing models to future resbar
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4.5.1. Hillegeist et al. (2004) approach
The value of equity/; , as a call option on the value of the firm’s assgt*
Ve =Ve %TN(dy) — Xe " "N(dy —oVT) + (1 —e~°T)V (5)

where N(.) represents the cumulative standard ndumation,r represents the risk free rate

ln[%]+ (r -8+ %UZ)T

of interest as proxied by 12 month UK Treasury Byisdds,d; = " and all
other variables are as previously defined.
Here, the optimal hedge equation is:
-6T
oy = Ve NW@ya] (6)

Ve

The valued/ ando may be found by solving equations (5) and (6) siameously. We use
a modified version of the SAS code as provided Biggkist et al. (2004, pp 30-31) with
initial values ofV ando computed according to Bharath and Shumway (2008 .vRlues of
X are proxied by total liabilities, departing frohretMoody’s method that uses current
liabilities plus half of long-term debt. Hillegeist al. suggest that lowering the value of
liabilities mechanically reduces the probabilityfailure estimates and slightly weakens the

model.

The expected return on the firm’s assgtds proxied by the actual return on assets for the
previous year, bounded below by the risk-free aaig bounded above by 100%. Taking this
with values derived from equations (5) and (6) etation (4) provides the Hillegeist et al.
probability of default® We designate this model HKCL.

1 The call equation is modified to include dividendflecting that the dividend stream flows to égtiolders.
!> Moody’s methodology differs here in that the détfaare not taken from an assumed normal distdiut
instead mapped to historical default frequenciesftheir large proprietary database.
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4.5.2. The Bharath and Shumway (2008) ‘naive’ apphn

The naive EC model presented by Bharath and Shur(RG&g8), which we designate BS,

simplified the foregoing by estimatingand o using the following equations:

V=V +X (7)
v X
o= VEO'E + ~ 0D (8)

wheredp represents the volatility of the firms debt, n&waeduced by a linear
transformation of the volatility of equityk - taken as standard deviation of daily log returns
over the previous twelve months; and other varg@hle as previously defined, alb€iand

are now estimated as follows.

Bharath and Shumway approximate the value of ligdsl X, to be current liabilities plus
one half of long term debt, following Moodys’ mettadogy. Reisz and Purlich (2007)
present that within a barrier option framework, tfaerier that triggers insolvency is more
likely to be lower than the face value of long-tdrabilities, therefore, current liabilities plus
one half of long term debt may be a more realepiproach for a call option model. The
expected return on the firm’s asseisis estimated simply by using the prior year statkirn
bounded between the risk-free rate and 100%. Aawptd Agarwal and Taffler (2008), a
problem with this bounded variable is that ‘everetlized return on equity is a good proxy
for expected return on equity, it will be a goodxpr for expected return on assets only if the
expected return on debt is the same for all tlmedir More problematic may be that, in a real
world setting, the prior year stock return may kegative, particularly within a sample period
enveloping a period of economic downturn, thusregt floor at the risk-free rate does not
reflect the possibility of equity degradation. Agaf and Taffler (2008) show, however, that
the expected return generating model does notfgignily affect the outcome of the
probability estimates.
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4.6. The down-and-out call barrier option contingelaims model

The barrier option framework extends the EC moddltaeats the underlying value of firm
equity to be treated as a DOC option. Debt holdens a portfolio of risk-free debt and a
DOC option on the firms’ assets which can be esertshould the value of the firm falls
below a predetermined barrier. The implied firmfpe barrier level is estimated by using
market values of firm traded equities (or an appete proxy) which can be achieved by
adopting equation (10) and solving for the barferzquation (10) shows the standard DOC
formula under the condition that the barrier isatebr below, the strike-price/liability value,
X.16

Vg =DOC = Ve ®TN(d,) — Xe ""N(d;, — oVT) (10)

2(r-6)

w0, 200
- lVe-ST (Z) & N@B)-xeT(Z) 7 N(df —ovT)

in(B2/VX)+(r-8+(c?/2))T
oVT
again taken as one year.

whered? =

and all other variables are as previously defauedlT is

The setting of the barrier (higher than, lower thamat the liability value) is a matter of
debate, of which a good discussion is provided égRand Purlich (2007). For example,
companies which exhibit a low credit rating, higbmitoring costs or long term illiquid
assets, may see debt-holders set a barrier abevalility value. Given a definition of
insolvency as beiny < X, however, we would not anticipate that a barrétrabove liabilities
would trigger insolvency. Rather, we would expéetttthe position of the barrier would be
set at, or below, the value of debt to be servitdabdy's practitioners Crosbie and Bohn
(2003) find that

‘... iIn general firms do not default when theiretsglue reaches the book value of their
total liabilities. While some firms certainly defaat this point, many continue to trade
and service their debts. The long-term nature ofesof their liabilities provides these

firms with some breathing space. We have foundttietefault point, the asset value

' See Brockman and Turtle (2002) and Reisz anddPugB007) for details of possible variations, and a
excellent discussion and formulation of barrieri@pd framework. The DOC formula is often preseraed
containing a term to take into consideration a jpbssebate which may be attributable to the shalders
should the option expire. As with similar studie®, assume a zero rebate - so the term collapsés.tiad if
both the rebate and the barrier are set to zeeo, tthe equation further collapses into the nonddind EC option
model.
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at which the firm will default, generally lies somieere between total liabilities and

current, or short-term, liabilities.’

As with the first EC model described above, theigaV ando are determined by solving
the call option equation (5) and the optimal heegeation (6). Several papers follow
Moody’s and set liabilities, equal to current liabilities plus half long-tettabt.!” Others,
including Hillegeist et al. (2004), stick more absto the Black-Scholes-Merton theory by
using total liabilities folX, and we do the same. OrnBdnas been backed out from equation
(10), the risk-neutral probability of default cas talculated using equation (11), for which a
concise derivation may be found in Reisz and Pu007, Appendix A, pp.123-129). We
designate this model DOC.

prop = [P 5 [ i an

where all variables are as previously defined Bigitaken as one year.
4.6.1. A new naive DOC model

It may be argued that a large part of the intemdsth has surrounded the Altman Z-score,
further to its claimed predictive ability, is iteeer simplicity. Five variables and a simple
linear formulation build to an insolvency predictimodel which is held in mind by all
academics and students in the field. In the spifigharath and Shumway (2008), who
proposed a naive version of the EC option modehaewe turn to formulation of a simplified
DOC model for the estimation of within-one-year lpability of failure. This is more easily
applicable than the foregoing DOC model, yet retdive essential theoretical basis. We first
follow Bharath and Shumway in simply estimatM@ndo using equations (7) to (9), but
now takingX as the book value of total debt. We then calculadirm-specific barrier, not
by adopting equation (10), but rather setting theibr to the same level as the firm’s total
liabilities — which is consistent with a balancestview of insolvency, i.e\V < X. Further,
we assume no dividends, zero rebate, costlessyersn} proceedings, and set the return on
assets equal to the risk-free rate. The new nabagemwhich we designate JW_DOC, is

summarised as follows:

" For example: Vassalou and Xing (2004), Bharath®imamway (2008), Reisz and Purlich (2007).
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JW_DOC = lel + (f)j_;_lNlMl (12)

where variables are as previously defined and fngmch we omitT, this being taken as one

year.
4.7. Summary of characteristics of models to btk

As is evident from the second section of the pagosd, from the foregoing in this, the
fourth section, there is enormous variety in bo#nature of insolvency prediction models
and in the terminology used to describe those nsodlethe interests of clarity, Table 3
presents a summary of the models selected fongegtithin this study.

*** insert Table 3 about here ***

We proceed to evaluate all the models individuaflyg compare them according to
different measures. In terms of model groups, gyedomparisons which we draw out in the
results and conclusions sections of this paper. &jesccounting numbers-based models

versus contingent claims models; and (ii) singlealde models versus multivariate models.

5. Model evaluation and comparison
5.1. Comparability

In order that the continuous Z-score and singlie rabdels may directly be compared to
both the logit and contingent claims probabilityaseres, we follow both Hillegeist et al.
(2004) and Agarwal and Taffler (2008) by using litgistic cumulative functiop =
e(zscore) /(1 + e(Zscore)y This transformation is not a panacea, as noteghlbol of the
aforementioned studies. Maddala (1983) shows fsatichinant scores should be converted
into probabilities using a linear probability moddier suitable transformation through
regression sum of squares. McFadden (1973) shamse\er, that the MDA and logit
approaches are closely related under normalitynaggans and therefore the use of the

logistic cumulative transformation is valid.
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5.2. Receiver Operating Characteristic (ROC) csrve

For our model comparison we assess each modetigcpve ability using the ROC curve.
Traditional tests for model accuracy have reliedraminimising of type | and type Il errors
based on an arbitrary cut-off point chosen by #searcher. Table 4 shows the form of a
typical classification table, similar to that fitgted by Altman (1968). The problem with this
classification method is the single cut-off poifilhe ROC curve addresses this issue by

evaluating the model’s performance over the whatee of possible cut-off point8.

*** insert Table 4 about here***

Our construction of ROC curves is as found in Go{2806). Firm-year observations from
each portfolio are ranked from the highest proligtolf failure to the lowest. For each of 101
possible cut-offs in probability, ranging from 1.@00.00 on steps of 0.01, the numbeT Bf
FP, TN andFN outcomes are be observed. Then for each of thegpd$dible cut-offs, the true
positive rate (TPR) and the true negative rate¢R) are deduced. THEPRIs calculated a$P
/ (TP+FN), and is often referred to as the ‘sensitivity*lut rate’. TheTNRIis calculated as
TN/ (TN+FP) and is referred to as the ‘specificity’. The R@@ve is then plotted as
sensitivity against 1-specificity (also known as tfalse positive rate’ or ‘false alarm rate’) as
cut off probability varies. The model’s overall acacy is then deemed to be represented by
the area under the ROC cured? The value of) is expressed as a percentage; and a value of
100% indicates a perfect model in that, for everggible cut-off, sensitivity and specificity
are both 1, i.e., the ROC is made up of a serissipérimposed plot points at the top left of
the ROC diagram. A model which has no predictiviéitgiin excess of a random assignment
between failed and non-failed would have 50%.

The area under the ROC curve is estimated usintyapezoid rule, which Hanley and
McNeil (1982) show is ‘virtually identical’ to th&/ilcoxon test statistic and an unbiased
estimator of the true smoothed area under the cAdwveur ROC curves are constructed using
percentile values of specificity and our probapiéstimates are on a continuous scale, the

trapezoid rule for calculating the area is empilycsound. The standard error of the area

8 ROC curves have traditionally and most commonkgrbesed in the field of medicine for assessingouari
diagnostic procedures and treatment techniques.

19 Stein (2002) provides an excellent examinationiatetpretation of the meaning of the area undeO&
curve.
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under the ROC curveE (0), is calculated following Hanley and McNeil (1982 per
equation (15).

SE(0) =\/9(1_9)+(nF_1)(Q1_62)+(nN_1)(Q2_92) (15)

ngny

whereng and ny are the number of failed and non-failed firmsha sample respectivelg@;

is the probability that two randomly selected fdifems will both be classified as having a
higher probability of failure than a randomly séétnon-failed firm @, = 6 + (2 — 8)); and
Q- is the probability that one randomly selected thiiem will be classified as having a
higher probability of failure than two randomly seted non-failed firmgQ, = 26% + (1 +
6)). The standard error is used to determind-tatistic for any significant difference in the

model’s accuracy over a model with no predictiviitgb®™

The accuracy ratiAR of each model, following Englemann, Hayden, aadche (2003),
is a linear transformation of the area under th€R0Orve:AR= 2(@ - 0.5). The maximum

possible value foARIs 1, which would indicate a perfect model.

6. Results

We present first, in Section 6.1, results basedwrchronological split between training
and validation/testing samples (with training daten portfolios 2000-2005 inclusive, and
validation data from portfolio years 2006-2009)isT$plit was performed in order to reflect
the practices of construction and use of the mduoeleal-world users. We then proceed in
section 6.2 to present findings as to the distitimat properties ofl for each model, derived

by a 10,000-iteration Monte Carlo approach to trejrand validation sample splits.
6.1 Results based on chronological split betweaining and validation samples

The mean predicted probability of firm failure astween failed on non-failed firms from

each model is presented in Table 5. All the mogeis a higher mean predicted probability

2% A model with no predictive accuracy, a random chanodel, is represented by a 45degree line oR®@
diagram and therefore has an area of 0.5.
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of failure for the group of actually failed firmsan they do for the non-failed firdtsand this
Is significant at the 1% level for nine out of tkigen models - the exceptions being OLN,
where the significance is only at the 5% level; &ZdN, TZN and OLU, where there is no

significance at generally acceptable levels.
*** insert Table 5 about here ***

The measure of how closely a model’s predicted giodity of failure conforms to the
actual failure rate is known as calibration. Thiuakfailure rate within our sample is 1.7%,
being 62 of 3,592 firm-years in the validation séen his percentage is much lower than
that predicted by many of the accounting numbeethasodels tested here (excluding neural
network versions), indicating that these modelsnateparticularly well calibrated.

Far better calibrated in general are the contingkaiins models, with models HKCL and
DOC predicting failure in 1.1% and 1.2%, respedyivacross all firms; and their naive
counterparts, models BS and JW_DOC, predicting 22484.7% respectivefy. The failure
probabilities provided by our European call mod€¥&CL and BS are close to (yet
marginally higher than) the 0.96% and 2.12%, reispay, reported by Agarwal and Taffler
(2008). Therefore, the financial turbulence andhecoic recession during our validation
sample period does not seem to have had any damgtact on the market data-based
contingent claims models’ failure probability cafiion. The single variable SIZE model
(itself based on market price data) is reasondilyno so, well calibrated, predicting failure

of 6.6% of firms.

Stein (2002, p.7) suggests that the calibratioa wfodel can be achieved or improved by
mapping its score to an empirical probability ofaddt using historical data and adjusting for
the difference. Without Moody’s proprietary datadasowever, this is somewhat
problematic. Re-calibration of the models is noeaessity here, however, because it does not
impact on the overall accuracy of the individualdaloto discriminate between failed and

non-failed firms and, hence, overall model pofver.

2L Albeit this is only apparent in the fifth decingihce for model AZN.
22 Also, model OLU predicts a 1.5% failure rate asrthe sample.
3 For a more detailed discussion of power, accuraey,calibration refer to Stein (2002).
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6.1.1. Receiver Operating Characteristic (ROC)vesr

The ROC results are presented in numerically ind @&kand graphically in Fig. 4. The
accuracy ratio of the single variable B/M moded i®w outlier at 0.15; with the accuracy
ratios of the rest of the models being in the rad@é to 0.68. Again, we see the contingent
claims models performing well in comparison witle iccounting number-based models,
with models HKCL and DOC at 0.65 and 0.64 respetgivand their naive versions at 0.68
and 0.66 respectively. The single variable SIZE ehodith an accuracy ratio of 0.61, stands
above the accounting number-based models, witbxbeption of OLN whose accuracy ratio
is 0.62.

*** insert Table 6 about here ***
and

*** insert Fig. 4 about here***

Focusing on the area under the ROC curve, theesiragiable B/M model is the weakest,
havingd = 57.7%, which is significantly different from 50&b only the 5% level. This is
some distance from 68%reported for B/M by Agarwal and Taffler (2008)sed on earlier
UK data.

All the other models which we test, however, hagggnificant at the 1% level; indicating,
broadly, success in our setting of the variablestanhnologies employed in the prediction of
firm failure. The multivariate accounting numbeisbd models, AZU, TZU and OLU
(implemented using original variables and technelege-estimated on our own training data
set) have) of 68.9%, 65.3% and 78.1% respectively; that BUAANd TZU have similar
predictive accuracy, while OLU outperforms themhbd@mploying a simple neural network
technology allows us to obtain more predictiveigbdut of the Altman, Taffler and Ohlson
variables, which is unsurprising given that nemetivorks are less constrained than MDA
and logit. Thed values achieved by our multivariate models indineent setting are,
however, lower than th@values reported in earlier studies: Reisz andi¢u¢2007) repord
at 78% for the original Altman model, using US datem 1988-2002; Agarwal and Taffler
(2008) report) at 89% for the original Taffler model, using UKtddrom 1985-2001; and
Duan and Shrestha (2011) rep®#t 87.6% for the original Altman model and 88.986the

original Ohlson model.
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Ahead of the multivariate accounting number-basedats, the best performing of the
models in this study are the contingent claims rieodéne European call-based model HKCL
achieveg of 82.7%, with its naive variant, BS, achieving®38. The barrier option-based
models achieve similar levels of accuracy, with D&ieving & of 81.8% and its naive
variant, JW_DOC, achieving= 83.0%. Our result for the HKCL model is simitarthe 84%
reported by Agarwal and Taffler (2008); but is mingher than the 71% reported by Reisz
and Purlich (2007). As regards model BS, Agarwal &affler (2008) report & of 87%,

which, consistent with our findings, places it abdkie more sophisticated HKCL.

Of the remaining single variable models, SIZE, viith 80.6%, outperforms the
multivariate accounting number-based models (indiéeslin the league of the contingent
claims models). Beaver’s best performing ratio, B¥46 years old, has= 67.0% - which
places it alongside the multivariate accounting berrbased models AZU and TZU in terms

of predictive accuracy.

An issue pertaining to the accounting number-basedels was the adoption of
International Financial Reporting Standards (IFR8she UK from January 2005.
Accounting standard changes will certainly impactlee predictive ability of an accounting
number-based failure prediction model. As discusdele, the foregoing in this sub-section
has reported results based on testing/validatioeawth of the models using post-IFRS data,
but with training/estimation of certain models penfied using predominantly pre-IFRS
accounting data — the empirical method being desidga: (i) use up-to-date data; (ii) include
sufficient failed firms to allow for sound analysand (iii) replicate use in practice, by
estimating models (where required) on a sampleggneceding model application.
Avoidance of the transition to IFRS is, for the ¢ifmeing, not realistic and a study based
wholly in the post-IFRS era might be an area fourfe research. In the following sub-section,
however, we consider the distributional of proertfe for each model, derived by a
10,000-iteration Monte Carlo approach to training &alidation sample splits — without any
chronological constraint on the membership of taaing and validation samples, i.e.,

allowing pre- and post-IFRS data in both training &alidation samples.
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6.2. Distributional properties of

Summary statistics regardigor terf* of the insolvency prediction models are set out in
Table 7; and the relative frequency distributioh$ tor each of these models are shown

graphically in Fig. 5.

*** insert Table 7 about here***
and

*** insert Fig. 5 about here***

Results as to the efficacy of the models as meddwyr¢he mean of are in agreement
with the results presented in section 6.1. Therardeof model efficacy by meathfrom
Table 7 is identical to that accordingétdrom Table 6. Further, ea¢hfrom Table 6 is close
to the corresponding medrfrom Table 7; indeed, there are no differencewéeh Table 6
and corresponding Table 7 measignificant at the 5% level. The results of saet&ol are

not, therefore, outliers or atypical in the contekthe distributions of possibls.

Concerning the ordering of the different modelsriwand, each model’'s meahis
different from the mean(s) of the model(s) of niglring efficacy with significance at the
1% level. Whilst the means of the distributionsesed by efficacy are significantly different
one to the next, it is clear from Fig. 5 that thisreonsiderable overlap in the distributions and
that a particular sample split into training andidetion samples might suggest an alternative

ordering. This leads to discussion of the spredti@tlistributions.

The less spread in a distribution, the less serditie model’s efficacy to variation in the
composition of training and validation/test sampMedel TZU’s@ distribution shows the
highest spread, with a standard deviation of 0.084&lels B/M, AZU, OLU and BV have
distributions with the four next highest standaedidtions (being 0.0260, 0.0256, 0.0207 and
0.0195 respectively). In this respect, superioiragee the contingent claims models, HKCL
BS, DOC and JW_DOC, and the single variable SiZBehawith their distributions of
having standard deviations of 0.0165, 0.0131, 700138 and 0.0149 respectively. The
relatively high standard deviations@tlistributions for the accounting number-based

%4 The three neural network-implemented models aténctuded, since the computing time required 0,000
iterations of the neural network implementationprishibitive.
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multivariate models AZU, TZU and OLU is consisternth, and indeed may explain, the
variety of efficiency claims for these models asimen different studies.

The @ distributions of all of the models show a reasdmalegree of regularity and
symmetry but Jarque-Bera testing of the distrimgibnds that a null of normality may be
rejected for seven of the ten models at the 1% l@vgignificance. The exceptions are BV
and DOC, where normality may be rejected only at3%o level of significance and B/M,
where normality may not be rejected at any geneealteptable level of significance. It is
interesting to note that model B/M, which has thestrinormal-like’ of the distributions, is

by far the least efficient of the models tested.

In sum, our results show that the contingent claimslels, in all of the guises we adopt,
performed better than the accounting-number basmtels and that, within the family of
accounting number-based models, the single varagigpeoach of Beaver (1966), counter
intuitively, can be just as effective as more cagmphultivariate approaches. Our results are
at variance with those of Taffer (2008), who doesfimd contingent claims models to be
superior to the accounting number-based Tafferafesmodel as regards predicting UK
insolvencies. Our results are, however, consistithtthe US results of Hillegeist et. al
(2004) in finding contingent claims models to bpexior to accounting number-based models
and with the results of the Aziz and Dar (2006)@®er international meta-analysis which
finds that theoretically-based insolvency predittinodels outperform those of a statistical
nature and, more specifically, that contingentrakaimodels have higher predictive accuracy
than single variable, MDA, logit and NN models.

7. Conclusions

We have presented a review of the methodologigsosex and employed for the
prediction of corporate insolvency over the lage filecades, and catalogued 25 different
methods. Informed by prior frequencies of use apbrted efficacies of the various models,
we select a variety for testing; and develop astldsmew naive version of the down-and-out
call contingent claims model. Our study uses updte UK data, including post-IFRS data,

and our sample period encompasses the recent iahansis.
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Using ROC curve analysis, we show that the tragiti@ccounting-based models are
outperformed in our setting by theoretically-drivaantingent claims methods: of thirteen
models tested, the four best performing modelsanéingent claims models based on
European call and barrier options. The new, naérsion of the down-and-out call option
contingent claim model which we propose is secarg w the Bharath and Shumway (2008)
naive contingent claim model in terms of prediceeuracy and each of these models

outperforms its more complex antecedent.

As regards multivariate accounting number-basedefsoave are able to obtain improved
predictive ability from the variables of the Altm&ro68), Taffler (1983) and Ohlson (1980)
models by applying simple neural network technolbgythis improvement is not sufficient

to challenge the superiority of the contingentrolimodels.

Of the single variable models, one, firm size, canep well against more sophisticated
multivariate accounting number-based approachesaother, Beaver’'s (1966) best
performing ratio, cash flow to total debt, has jpcede ability at a similar level to the
accounting number-based MDA approaches. The tmglesvariable model, book-to-market
ratio, used as focal/benchmark variable in easliedies, is not found to be useful in our
setting for predicting firm failure.

We suggest one reason for the relatively poor perdnce of accounting number-based
models might be the global financial problems whstifaddled the end of our sample period
and created higher levels of financial uncertaary distress for firms in general, as well as
making the task of distinguishing between thetigiland non-failing firms exceptionally
difficult. Since accounting information is histagicand does not reflect the current position
even on its date of publication, the accuracy oftirariate accounting number-based models
in predicting insolvency is unlikely to be stableoa period of significant and general
economic turmoil. Contingent claims models, incogbimg up-to-date market information,

are likely to fare better.

In assessing the efficacy of insolvency predictimodels we must be mindful of two
impactors (which work contrary to one another) ardet efficacy which will arise when
models are applied in practice, but which havelydreen mentioned in the academic
literature. The first is that an efficient modebstd become the victim of its own success and

this may, to some extent, have been the fate aintbre popular accounting numbers-based
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models. If it is possible to formulate a predictimodel of high accuracy, then efficiency
arguments would suggest that the model would coioewidespread use to identify failing
firms and allow targeted interventions designesae the firms from demise. Even a partial
success rate for such interventions would leatieé@apparent reduced efficacy of the
prediction model (and, indeed, cause a higher cdrat#on of failures owing to, or correlated
with, factors not considered by the model). Conttarthis impactor is another, that a model
of questionable efficiency may make a self-fulfifi prophecy of firm failure; the mere
prediction of failure might cause failure since grediction leads to withdrawal of funding
and trade credit, the migration of staff and a oeduset of strategic options. The practical

application of such models should, therefore, batéd with caution.

Given our findings overall, we suggest that furtresearch upon the development and
implementation of contingent claims models is ddd& and that insolvency prediction based
on accounting numbers alone, and the Altman (198Bl)son (1980) and Taffler (1983)
models, over a quarter of a century old, now gieg Yo techniques which consider market-

based information alongside accounting numbers.
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Appendix. Specification of MDA and logit models
Altman (1968) MDA model discriminant function

=+t WC+ RE+ EBIT+ VE+ S
=« 'BlTA .BZTA B3 TA '84TL ’BSTA
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whereWC/TAIis working capital divided by total asseRE/TAis retained earnings divided
by total asset€BIT/TAis earnings before interest and taxes dividedtal assetsye/TL is
market value of equity divided by total liabilitiemndS/TAis sales divided by total assets.

Taffer (1983) MDA model discriminant function

PBT
CL

Z=a+p; +ﬁ2%+ ,832+ BuNCI

TL TA
wherePBT/CLis profit before tax divided by current liabili§gCA/TLis current assets
divided by total liabilitiesCL/TAis current liabilities divided by total assetsgdaN(Cl is the
‘no-credit interval’, being the period a company c@ntinue its operations using its
immediate assets if all other forms of short temmarice are cut off. More directl}CI is
defined as immediate assets (current assets -) $ésskcurrent liabilities, divided by daily

operating costs excluding depreciation.

Ohlson (1980) logit model

Probability of firm failure= —;
1+e

where

Z=a+ [SIZE + TL+ WC+ CL+ OENEG
=a+p; ﬁZTA '83TA ﬁ4CA Bs

NI
+Bs g+ B7FUTL + BgINTWO + BoCHIN

and whereSIZEis the natural logarithm of GDP-deflated totaleassIL/TAis total liabilities
divided by total asset®YC/TAis working capital divided by total asse®;/CAis current
liabilities divided by current asse@ENEGis a dummy variable equal to one if total
liabilities exceed total assets, and zero otherviN$d A is net income divided by total assets;
FUTL is funds from operations (pre-tax income plus dejation and amortization) divided
by total liabilities;INTWOis a dummy variable equal to one if netincomes wagative over
previous two years, and zero otherwise; @rtIN is the scaled change in net income
calculated asNI-Nlq1)/(|NIf+|Nl.1|), whereNl; is the net income for the most recent period.

31



References

Abrahams, C. R., & Zhang, M. (2009). A Compreheadiredit Assessment Framework (SAS white
paper), available on the internet at http://www.sa®/resources/whitepaper/wp_4351.pdf

Agarwal, V., & Taffler, R. J. (2007). Twenty-fiveegrs of the Taffler z-score model: does it really
have predictive abilityAccounting and Business Research, 37485-300.

Agarwal, V., & Taffler, R. J. (2008). Comparing therformance of market-based and accounting-
based bankruptcy prediction modelsurnal of Banking and Finance, 32(8641-1551.

Altman, E. I. (1968). Financial Ratios, Discrimitamnalysis and the Prediction of Corporate
Bankruptcy.Journal of Financg23(4), 589-609.

Altman, E. |., & Eisenbeis, R. A. (1978). Finandigiplications of Discriminant Analysis: A
Clarification.Journal of Financial and Quantitative Analysis, 18(185-195.

Altman, E. |., Haldeman, R. G., & Narayanan, P.7(I)9 ZETA analysis: A new model to identify
bankruptcy risk of corporationdournal of Banking and Finance, 1(B5-54.

Aziz, M., & Dar, H. (2006). Predicting corporateniauptcy: where we stan@orporate Governance,
6(1), 18-33.

Balcaen, S., & Ooghe, H. (2006). 35 years of saidiebusiness failure: an overview of the classic
statistical methodologies and their related proklérhe British Accounting Review, 38(6B8-93.

Beaver, W. (1966). Financial Ratios as Predictbfsaglures.Journal of Accounting Research,
4(3)(Supplement)’1-102.

Beaver, W. (1968). Market prices, financial ratosl prediction of failurelournal of Accounting
Research, 6(2)179-192.

Begley, J., Ming, J., & Walls, S. (1996). Bankrypttassification errors in the 1980's: an empirical
analysis of Altman's and Ohlson's mod&sview of Accounting Studies, 1(2$7-284.

Bharath, S., & Shumway, T. (2008). ForecastingaDitfwith the Merton Distance to Default Model.
The Review of Financial Studies, 21(B339-1369.

Black, F., & Cox, J. (1976). Valuing Corporate S#ges: Some Effects of Bond Indenture
Provisions Journal of Finance, 31(2B51-367.

Black, F. and Scholes, M. (1973). The pricing dfiaps and corporate liabilitie§purnal of Political
Economy, 81(3)637-654.

Blum, M. (1974). Failing Company Discriminant Ansiy.Journal of Accounting Research, 12(1)
25.

Boritz, J. E., Kennedy, D. B., & Albuquerque, A9@b). Predicting corporate failure using a neural
network approacHhntelligent Systems in Accounting, Finance and Mgemaent, 4(2)95-111.

Brockman, P., & Turtle, H. J. (2002). A barrier ioptframework for corporate security valuation.

Journal of Financial Economics, 67(311-529.

32



Charitou, A., Neophytou, E., & Charalambous, CO@0 Predicting corporate failure: empirical
evidence for the UKEuropean Accounting Revied3(3), 465-497.

Coats, P.K., & Fant, L.F. (1993). Recognizing fio@ahdistress patterns using a neural network tool.
Financial Managemen®2(3), 142-155.

Cooper, D. (2010). Company insolvencies rise drexaiy in 2009 with little hope of improvement
for 2010 (CooperMatthews Debt Articles), availablethe internet at
http://coopermatthews.com/articles/2010/Companghirencies-rise-dramatically-in-2009.html.

Crosbie, P. J., & Bohn, J. R. (2003). Modelling &€t Risk.Moody's KMV

Deakin, E. (1972). A Discriminant Analysis of Pretdrs of Business Failurdournal of Accounting
Researchl10(1), 167-179.

Deakin, E. (1977). Business Failure Prediction:Empirical Analysis. In Altman, E. I., & Sametz, A.
W. (Eds.),Financial crises: Institutions and Markets in a Igike Environmen{pp. 69-88). New
York: John Wiley & Sons.

Dhrymes, P. (1974FEconometricsNew York: Springer-Verlag.

Diamond, H. (1976). Pattern recognition and thectan of corporate failure (PhD thesis, New York
University).

Duan, J., & Shrestha, K. (2011). Statistical Cr&diting Methods’Global Credit Review,,143-64.

Edmister, R. (1972). An empirical test of finanaiatio analysis for small business failure prediati
Journal of Financial and Quantitative Analysis, ¥, (2477-1493.

Eisenbeis, R.A. (1977). Pitfalls in the ApplicatiohDiscriminant Analysis in Business, Finance, and
EconomicsJournal of Finance, 32(3B875-900.

Engelmann, B., Hayden, E., & Tasche, D. (2003)tiligsating accuracyrisk, 16 82-86.

Falkenstein. E., Boral, A., & Carty, L. (2000). Rzalc for private companies: Moody's default
model.Moody's KMV.

Geske, R. (1977). The Valuation of Corporate Litib8 as Compound Optiondournal of Financial
and Quantitative Analysis, 12(441-552.

Gonen, M. (2006). Receiver operating characteretives Proceedings of the SAS Users Group
International 31 Conference, San Francisco,, @®ailable on the internet at
http://lwww2.sas.com/proceedings/sugi31/210-31.pdf.

Guijarati, D. (2003)Basic Econometrics, Fourth Editiohondon: McGraw-Hill.

Hamer, M. (1983). Failure Prediction: Sensitivify@assification Accuracy to Alternative Statistica
Methods and Variable Setkournal of Accounting and Public Policy, 2(289-307.

Hanley, J., & McNeil, B. (1982). The meaning ané o§the area under a receiver operating
characteristic (ROC) curvRadiology 143, 29-36.

Hebb, D. (1949)Organization of BehavioMNew York: John Wiley.

Hillegeist, S. A., Keating, K. E., Cram, D. P., &hdstedt, K. G. (2004). Assessing the probability o
bankruptcy Review of Accounting Studies, 9(8334.

33



Joy, O.M., & Tollefson, J. O. (1975). On the fined@pplications of discriminant analysi&urnal of
Financial and Quantitative Analysis, 10(5)23-739.

Joy, O.M., & Tollefson, J. O. (1978). Financial Aipptions of Discriminant Analysis: A
Clarification.Journal of Financial and Quantitative Analysis, 13(185-195.

Keasey, K., & McGuinness, P. (1990). The failuré&J#f industrial firms for the period 1976-1984,
logistical analysis and entropy measudesirnal of Business Finance & Accounting, 17109-
135.

Keasey, K., & Watson, R. (1986). The Predictiorsofall Company Failure: Some Behavioural
Evidence for the UKAccounting and Business Research, 17(69)58.

Laitinen, T., & Kankaanpaa, M. (1999). Comparatwelysis of failure prediction methods: the
Finnish caseThe European Accounting Review, 8@j-92.

Law, S. (2010). Media Statement: R3 comments orngwvency statistics for QR3 Press
Releases" May, available on the internet at http://www.creditnuanuk/uk/members/news-
view.asp?newsviewlD=11742.

Libby, R. (1975). Accounting Ratios and the Praditbf Failure: Some Behavioural Evidence,
Journal of Accounting Research3, (1), 150-161.

Maddala, G. (1983Econometric Society Monographs: Limited-dependaedtgualitative variables
in econometricsCambridge: Cambridge University Press.

McCulloch, W., & Pitts, W. (1943). A logical calad of the ideas imminent in nervous activity.
Bulletin of Mathematical Biophysics,139-133.

McDonald, R. (2002)Derivative MarketsBoston, MA: Addison Wesley.

McFadden, D. (1973). Conditional Logit Analysis@falitative Choice Behaviour. In P. Zarembka
(Ed.),Frontiers in Econometricp. 105-142)New York: Academic Press.

Merton, R. C. (1974). On the pricing of corporasébdt The risk structure of interest ratésurnal of
Finance, 29(2)449-470.

Moyer, R. C. (1977). Forecasting financial failusere-examinatiorf-inancial Management, 6(1)11-
17.

Odom, M., & Sharda, R. (1990). A neural network eddr bankruptcy predictiorRroceedings of
the IEEE International Joint Conference on Neuraktiorks, San Diego, CA,63-11.67.

Ohlson, J. (1980). Financial ratios and the prdistigi prediction of bankruptcylournal of
Accounting Research, 18(1)09-131.

Ooghe, H., Joos, P., De Vos, D., & Bourdeaudhui)1©94). Towards an improved method of
evaluation of financial distress models and presemnt of their results (Research report, Ghent
University).

R3 (2010). The ‘insolvency lag’: risks for 2010:i@@nce from previous recessions shows early
recovery is a dangerous time for struggling busieesnd individuals (R3 Briefing Paper),

available in the internet at

34



http://iwww.r3.org.uk/media/documents/policy/polipapers/corporate_insolvency/The_Insolvenc
y_Lag_risks_for_2010.pdf.

Reisz, A., & Purlich, C. (2007). A market-basedviework for bankruptcy predictiodournal of
Financial Stability, 3(2)85-131.

Rojas, R. (1996)Neural NetworksBerlin: Springer-Verlag.

Rosenblat, F. (1957). The perceptron: a probaicilisbdel for information storage and organization
in the brainPsychological Review, 6386-408.

Scott, J. (1981). The Probability of BankruptcyCAmparison of Empirical Predictions and
Theoretical ModelsJournal of Banking and Finance, 5(317-344.

Shumway, T. (1999). Forecasting bankruptcy moreiately. A simple hazard model (Working
paper, University of Michigan), .available on theernet at
http://textbiz.org/projects/defaultprediction/habaodel. pdf.

Sobehart J., & Stein, R. (2000). Moody's PublierFRisk Model: A Hybrid Approach To Modeling
Short Term Default RiskMoody's KMV

Stein, R. (2002). Benchmarking Default Predictioaddls: Pitfalls and Remedies in Model
Validation.Moody's KMV.

Taffler, R. J. (1983). The Assessment of Comparye®my and Performance Using a Statistical
Model. Accounting and Business Research, 13(82%-308.

Taffler, R. J., & Tisshaw, H. (1977). Going, Goirigpne - Four Factors Which Predi&tcountancy,
88(1003) 50-54.

Tudela, M., & Young, G. (2003). A Merton-Model Aggaich to Assessing the Default Risk of UK
Public Companies (Working paper, Bank of Englaagigilable on the internet at
http://www.bankofengland.co.uk/publications/Docunsénorkingpapers/wp194.pdf.

Vassalou, M., Xing, Y. (2004). Default Risk in EtyuReturnsJournal of Finance, 59(2831-868.

Zavgren, C.V. (1983). The prediction of corporatduire: the state of the adournal of Accounting
Literature, 2 1-38.

Zavgren, C.V. (1985). Assessing the vulnerabilityailure of American industrial firms: a logistic
analysis.Journal of Business Finance & Accounting, 12119-45.

Zmijewski, M. (1984). Methodological issues relatedhe estimation of financial distress prediction

models.Journal of Accounting Research, 22 (Supplem&gtg6.

35



Figuresand tables

o
S
e
o
<

30,000
20,000
10,000

SBI0UBA|0SUI JO JaquiNN

3002
1002
5002
2002
1002
366T
166T
366T
2661
[66T
3861
186T
386T
2867 &
[86T S
56T
16T
36T
5/6T
[L6T
3961
196T
396T
2961
[96T

Fig. 1. Total number of UK insolvencies by year, 1961-20D8ta source: www.insolvency.gov.uk

36



[ Artificially intelligent models

[ Theoretical mode
I Statistical mode

1l0lx

0.30

0.25

o
N

o

2181y Joud 8y Ul 92Ua.1IN220 Jo Aousnbaly anire|ay

Lo
—

o

o
—

o

0.05

19s ybnoy

uiyoew 10129 1oddng

uyiobre onsuao

ylomiau [einaN

lluoseal paseqlsed

uluonied aAIsINoaY

[opow Xapul 4siy

dDIN) yoeoidde pre uoisioap elLBI- NINA
97) Buiwwelboid [eob Jeaur
SAaW) buiress reuoisuswipHNN

H3Q) sisAfeue A10lSIy Juana dlwreuAqg
JeolIsse|o paseq sajni Azzn4

pow (prezeH) sisAjeue [eAIAINS
sa204d uawaisnlpe [enred

1SND) sainpadoid swns aAie|InWND
N607 paxin

Hqolid

ubo7

'AIN) SISAjeue JuBUILILIOSIP S1eleAlRNN
sAjeue ajelreAluN

pow A10ay1 soeyd

pow swired uabunuod

1By} JUswWabeuew ysed

03y} uInJ sJa|ques

seaw uonisodwooap 19ays aouejeq

0.00

Fig. 2. Relative frequency of occurrence of various insolwy prediction techniques in the prior literature.

37



o Back Propagation (Verification) <

Fig. 3. Outline schematic for a feed-forward neural netwwith back propagation.
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Tablel

Summary of the sample sizes analysed in a selegfiprior studies.

Author(s) (year) Primary model type Country Failed Non-failed
Beaver (1966) Single Ratio us 79 79
Altman (1968) MDA us 33 33
Ohlson (1980) Logit us 105 2,000
Taffler (1983) MDA UK 46 46
Sobehart and Stein (2060) Options us 1,406 13,041
Charitou et al. (2004) Neural network UK 51 51
Bharath and Shumway (2008) Options us 1,449 Naiaked
Hillegeist et al. (2004) Options us 756 14,303
Reisz and Purlich (2007) Options us 799 4,985
Agarwal and Taffler (2008) MDA/Options UK 103 2,006
#Moody’s RiskCalc model for public companies
Table2
The number of firm year observations employed is $tudy.

Validation Total

(2000-2005) (2006-2009) (2000-2009)

Failed 62 101
Non-Failed 3,530 6,494
Total 3,592 6,595
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Table3
Models selected for testing: key characteristics.

Model [model designation] Data Implementation TYpe
SIZE Market Single variable Statistical
Book to Market [B/M] Accounting Single variable Statistical
Beaver (1966) best performing ratio CF/TD [BV] Acaing Single variable Statistical
Altman Z-score with updated coefficients [AZU] Aagting Multivariate, MDA Statistical
Altman Z-score variables, implemented using NN [AZN  Accounting Multivariate, NN AIES
Taffler UK Z-score with updated coefficients [TZU] Accounting Multivariate, MDA Statistical
Taffler UK Z-score variables, implemented using NI¥N]  Accounting Multivariate, NN AIES
Ohlson logit model with updated coefficients [OLU] Accounting Multivariate, logit Statistical
Ohlson logit model variables, implemented using [MIN]  Accounting Multivariate, NN AIES
Hillegeist et al. (2004) market model [HKCL] Market Contingent claims Theoretical
Bharath and Shumway (2008) naive market model [BS] Market Contingent claims Theoretical
Barrier option as down-and-out call [DOC] Market Contingent claims Theoretical
New naive down-and-out call [JW_DOC] Market Contingent claims Theoretical

2Type by reference to Aziz and Dar (2006); ‘AIESpresents artificially intelligent expert systems.

Table4
Classical form of summary tabulation of model peéidn versus actual outcome data (number of firfmsjhe
purposes of efficiency assessment.

Actual outcome for firm

Failed Non-failed Total
Predicted outcome:
Failed TP FP TP+FP
Non-failed FN TN FN+TN
Total TP+FN TN+FP TP+FP+TN+FN

TP (True Positive) is the correct classification daded firm; andTN (True Negative) is the correct classification
of a non-failed firm. A false negative outcond\j is predicting a firm to survive when it actualiils (type |
error); and a false positive outconkeP] is predicting a firm to fail when it actually sives (type Il error).
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Table5
Mean predicted probabilities of failure for failedrsus non-failed groups of firms.

All Non-failed Failed

Model [model designation] firms firms firms t-staf
Single variable approaches

SIZE 0.066 0.063 0.198  6.400**

Book to Market [B/M] 0.738 0.737 0.781 2.385*

Beaver (1966) best performing ratio CF/TD [BV] 073 0.305 0.404  3.734*
Altman Z-score with updated coefficients [AZU] ouo 0.399 0.520 5.334*
Altman Z-score variables, implemented using NN [AZN 0.012 0.012 0.012 0.003
Taffler UK Z-score with updated coefficients [TZU] 0.433 0.431 0.497  3.937*
Taffler UK Z-score variables, implemented using NIN] ° 0.032 0.031 0.034 0.171
Ohlson logit model with updated coefficients [OLU] 0.015 0.014 0.040 1.500
Ohlson logit model variables, implemented using ]OMN] ° 0.013 0.013 0.044  1.830*
Hillegeist et al. (2004) market model [HKCL] 0.011 0.009 0.067 3.317*
Bharath and Shumway (2008) naive market model [BS] 0.024 0.022 0.115 5.019*
Barrier option as down-and-out call [DOC] 0.012 1o 0.069  3.334*
New naive down-and-out call [JW_DOC] 0.047 0.044 220. 7.800**

** * denote one-tailed significance at the 1% leard 5% level respectively

2Test of difference in mean predicted probabilitfaifure, non-failed firms versus failed firms.

®The relative magnitude of the neural network estirnare not directly comparable to the other modéatse the
validating scores obtained from the hidden netwaykr tended to be very small and the groups grarable only at
four to five decimal places.
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Table6

Efficiency of tested models: area under receiverajing characteristic curve®) (and accuracy raticAR).

Model [model designation] 0 SE Z AR
Single variable approaches

SIZE 80.6% 0.034 9.097*  0.61

Book to Market [B/M] 57.7% 0.034 2.004* 0.15

Beaver (1966) best performing ratio CF/TD [BV] 6% 0.038 4.461** 0.34
Altman Z-score with updated coefficients [AZU] 689 0.038 4.994**  0.38
Altman Z-score variables, implemented using NN [AZN 73.1% 0.037 6.293**  0.46
Taffler UK Z-score with updated coefficients [TZU] 65.3% 0.038 3.992**  0.31
Taffler UK Z-score variables, implemented using NI¥N] 72.4% 0.037 6.046**  0.45
Ohlson logit model with updated coefficients [OLU] 78.1% 0.035 8.048**  0.56
Ohlson logit model variables, implemented using [NN] 80.9% 0.033 9.242**  0.62
Hillegeist et al. (2004) market model [HKCL] 82.7% 0.032 10.076**  0.65
Bharath and Shumway (2008) naive market model [BS] 83.9% 0.032 10.733**  0.68
Barrier option as down-and-out call [DOC] 81.8% 3IBO 9.655* 0.64
New naive down-and-out call [JW_DOC] 83.0% 0.032 .26@** 0.66

Area under the receiver operating characteristiees, represents a model’s overall predictive accurkasg.
calculated using the trapezoid method, which Haaley McNeil (1982) show to be equivalent to theddiion test
statistic. The standard error @fSE,, is also calculated following Hanley and McNei®8R).AR, following
Englemann et al. (2003), is a linear transformatibft AR= 2 - 0.5). TheZ column shows the test statistic on
deviation from a null hypothesis 6f= 50%, i.e., no predictive ability in excess ddttlof a random assignment

between failed and non-failed.

** * denote one-tailed significance at the 1% leard 5% level respectively
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Table7

Distributional properti€sof model predictive accuracy, as measure by andanreceiver operating characteristic cur®s (

Model [model designation] Mean Median SD Skewnesskift%esfi Minimum  Maximum Jarque-Bera ~
Single variable approaches

SIZE 80.5% 80.5% 0.0149 0.0403 -0.1327

Book to Market [B/M] 58.3% 58.3% 0.0260 0.0391 o34

Beaver (1966) best performing ratio CF/TD [BV] 5% 69.5% 0.0195 0.0472 -0.0823
Altman Z-score with updated coefficients [AZU] 7%5  73.6% 0.0256 -0.1206 0.0979
Taffler UK Z-score with updated coefficients [TZU] 69.4% 69.7% 0.0346 -0.3681 -0.1861
Ohlson logit model with updated coefficients [OLU] 78.6% 78.7% 0.0207 -0.2298 0.2614
Hillegeist et al. (2004) market model [HKCL] 83.2% 83.1% 0.0165 0.1116 -0.1266
Bharath and Shumway (2008) naive market model [BS] 86.1% 86.0% 0.0131 0.1103 -0.1995
Barrier option as down-and-out call [DOC] 81.5% 1. 0.0167 0.0648 -0.0605
New naive down-and-out call [JW_DOC] 85.0% 85.0% 0168 0.1319 -0.1511

#Based on 10,000 random splits between trainingvatidation samples. In each case the number offadéd firm-year observations and non-failed figerar
observations in the training and validation samplesas in Table 2; but the allocations now beiaglenon a random basis, rather than according tmology.

®Excess kurtosis is the unbiased measure of deniafiéurtosis from 3 (3 being the kurtosis of amat distribution).

** * denote one-tailed significance at the 1% leard 5% level respectively



